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Abstract. We say that a finitely generated group Γ is self-simulable if every effectively closed
action of Γ on a closed subset of {0, 1}N is the topological factor of a Γ-subshift of finite type.
We show that self-simulable groups exist, that any direct product of non-amenable finitely
generated groups is self-simulable, that under technical conditions self-simulability is inherited
from subgroups, and that the subclass of self-simulable groups is stable under commensurability
and quasi-isometries of finitely presented groups.

Some notable examples of self-simulable groups obtained are the direct product Fk × Fk of
two free groups of rank k ≥ 2, non-amenable finitely generated branch groups, the simple groups
of Burger and Mozes, Thompson’s V , the groups GLn(Z), SLn(Z), Aut(Fn) and Out(Fn) for
n ≥ 5; The braid groups Bm for m ≥ 7, and certain classes of RAAGs. We also show that
Thompson’s F is self-simulable if and only if F is non-amenable, thus giving a computability
characterization of this well-known open problem. We also exhibit a few applications of self-
simulability on the dynamics of these groups, notably, that every self-simulable group with
decidable word problem admits a nonempty strongly aperiodic subshift of finite type.
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1. Introduction

A result which ensures that every “complicated” computable object from a class can
be embedded into a “simple” computable object from another class is called a simulation
theorem. A beautiful illustration is the result by Higman [27], which states that every
recursively presented group can be obtained as a subgroup of a finitely presented group.

In the category of dynamical systems, an important simulation theorem due to
Hochman [28, Theorem 1.6] states that any effectively closed action of Z on a subset
of {0, 1}N (roughly speaking, an action that can be approximated up to an arbitrary
precision by a Turing machine) can be realized as a topological factor of the (Z×{(0, 0)})-
subaction of a Z3-subshift of finite type.

Simulation theorems can shed light on complicated aspects of the “simple” objects.
In the setting of symbolic dynamics, the term “swamp of undecidability” was coined by
Lind [32] to describe the lack of simple algebraic procedures to gain information about
the properties of multidimensional subshifts of finite type. It was only after the result by
Hochman and further developments [5, 23, 36, 45] that the origin of this swamp of unde-
cidability was truly understood. Namely, the existence of simple algebraic descriptions
can be proscribed due to the fact that every effectively closed action of Z can be obtained
as a topological factor of a subaction of a multidimensional subshift of finite type; and
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(expansive) effectively closed actions of Z can have arbitrary effectively closed Medvedev
degrees [36]. This intuitively means that the “simplest” configurations in a multidimen-
sional subshift of finite type may already be quite complex in terms of computability.

Simulation results can be used as black boxes to obtain interesting results. A
wonderful illustration of this method is that the famous result proven independently by
Novikov and Boone [38, 13], which states that there exist finitely presented groups with
undecidable word problem, can be obtained as a relatively simple corollary from Higman’s
theorem. In fact, Higman’s theorem can be used to prove something much stronger.
Namely, the existence of a universal finitely presented group, that is, one whose finitely
generated subgroups are up to isomorphism precisely all finitely generated recursively
presented groups (for a proof, see [33, Theorem 7.6]).

In recent work by two of the authors, two generalizations of Hochman’s theorem
have been developed for actions of arbitrary finitely generated groups. The first one [9,
Theorem 4.8] states that for any finitely generated group Γ and every semidirect product
Zd oϕ Γ with d ≥ 2 and ϕ a homomorphism from Γ to GLd(Z), every effectively closed

action of Γ on a subset of {0, 1}N can be realized as a topological factor of the ({~0}×Γ)-
subaction of a (Zd oϕ Γ) subshift of finite type. The second one [8, Theorem 3.1] shows
that for any triple of infinite and finitely generated groups Γ, H, V , every effectively
closed action of Γ on a subset of {0, 1}N can be realized as a topological factor of the
(Γ× {1H , 1V })-subaction of a (Γ×H × V )-subshift of finite type.

In this work we shall study groups where there is no need to take proper sub-
actions to recover the effectively closed dynamics. That is, groups whose computable
zero-dimensional dynamics are completely described as topological factors of subshifts of
finite type.

Definition 1.1. We say that a group Γ is self-simulable if every effectively closed
action Γ y X ⊆ {0, 1}N is a topological factor of a Γ-subshift of finite type.

A more precise, albeit longer, name for this class of groups would be “group with
self-simulable effective zero-dimensional dynamics”. The reader should bear in mind that
the name “self-simulable” is always referring to the zero-dimensional dynamics of the
group. The name should be then considered as an analogy to Hochman’s simulation
result, with the caveat that both groups involved coincide.

Self-simulable groups have striking dynamical consequences. For instance, in Corol-
lary 3.4 we show that every self-simulable group with decidable word problem admits a
nonempty strongly aperiodic subshift of finite type, that is, one on which the group acts
freely. Also, we show in Corollary 3.6 that the natural action of a self-simulable group
over its one point compactification is topologically conjugate to a sofic subshift for every
self-simulable group with decidable word problem.

Both in Hochman’s original result and in the two subsequent generalizations, the
group which simulates the subaction is “large”. In the case of Hochman’s result, Z3

cannot replaced by Z2: an unpublished example by Jeandel, the horizontal shift action
on the mirror shift, (see Remark 3.11 or the paragraph after [3, Theorem 2.14] for the
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definition) shows that there exist effectively closed Z-actions which are not a topological
factor of a (Z × {0})-subaction of any Z2-subshift of finite type. This suggests that
in order to obtain a dynamical simulation theorem one should require a strictly larger
group. Indeed, it is not hard to see that under mild computability assumptions, there are
effectively closed actions with infinite topological entropy, and thus no amenable group
satisfying the assumptions can be self-simulable because topological entropy decreases
under factor maps (see Proposition 3.7).

In the case where the effectively closed action of Z is also expansive, i.e. topologi-
cally conjugate to a subshift, the role of Z3 in Hochman’s result can be replaced by Z2.
Specifically, a result proven independently by Aubrun and Sablik [5], and Durand, Ro-
mashchenko and Shen [23] shows that every effectively closed Z-subshift is topologically
conjugate to the (Z× {0})-subaction of a sofic Z2-subshift. However, even if we restrict
the scope of a simulation theorem to cover only expansive actions, it can be shown, under
mild computability assumptions, that no amenable group nor any group with infinitely
many ends is self-simulable [3] (See also Propositions 3.8 and 3.9). Moreover, there exist
one-ended non-amenable groups, such as Fk × Z for k ≥ 2 (see Proposition 3.10) which
are not self-simulable. We shall provide a series of obstructions to self-simulability in
Section 3.

The previous obstructions make it plausible to believe that self-simulable groups
may not exist at all. The main result of this article is that there is a large family of
non-amenable groups which are self-simulable.

Theorem 1.2. The direct product Γ = Γ1 × Γ2 of any pair of finitely generated non-
amenable groups Γ1 and Γ2 is self-simulable.

In the case where the direct product Γ is a recursively presented group, a corollary
of Theorem 1.2 is that the class of sofic Γ-subshifts coincides with the class of effectively
closed Γ-subshifts. This answers a question of two of the authors [3, Section 3.4].

Seward proved in [44] that every action of a countable non-amenable group is the
topological factor of a subshift. Our result shows that there is a subclass of non-amenable
groups for which that subshift can always be chosen of finite type as long as the action
is effectively closed.

The proof of Theorem 1.2 is given in Section 5 and relies on two main ingredients
which can be summarized as follows

• The first ingredient comes from a well-known characterization of non-amenability:
a group Γ is non-amenable if and only if it admits a 2-to-1 surjective map ϕ : Γ→ Γ
for which g−1ϕ(g) is in a fixed finite set K for every g ∈ Γ. For a fixed set K, we
encode the space of all such maps in a Γ-subshift of finite type that we call the
paradoxical subshift, and use its configurations to encode families of disjoint
one-sided infinite paths indexed by the elements of the group in a local manner.
By taking the direct product of two non-amenable groups, we are able to encode
families of disjoint N2-grids indexed by the elements of the group.
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• The second ingredient is the well-known fact that the space-time diagrams of
Turing machines can be encoded in N2 using Wang tiles. In particular, given an
effectively closed set X ⊆ {0, 1}N, we can define a finite set of Wang tiles in such
a way that the associated valid tilings of N2 correspond to elements of x.

The rest of the proof essentially consists in showing that all of these N2-grids can
communicate their information locally. Contrary to the other dynamical simulation re-
sults mentioned above, this construction does not rely on any sort of hierarchical or
self-similar structure. The construction of the paradoxical subshift is given in Section 4,
where we also provide an effective version of Seward’s result in the case where the action
is effectively closed (Theorem 4.6).

Theorem 1.2 provides the first examples of self-simulable groups, however, the result
might strike as fairly artificial as every example is a direct product. A natural question is
whether we can obtain examples which are not direct products through stability properties
of the class of self-simulable groups. The next two sections are devoted to this question.

In Section 6 we provide a general criterion for a group Γ which contains a self-
simulable subgroup ∆ to be self-simulable itself. More precisely, we say that ∆ is a
mediated subgroup, if there exists a finite generating set T of Γ such that for every
t ∈ T the subgroup ∆ ∩ t∆t−1 is nonamenable. This condition can also be described in
terms of paradoxical path-covers which is what we use to prove our results. With this
notion we can show the following result.

Theorem 1.3. Let Γ be a finitely generated and recursively presented group which con-
tains a mediated self-simulable subgroup ∆. Then Γ is self-simulable.

A consequence of this result is that any finitely generated and recursively presented
group which admits a normal self-simulable subgroup is self-simulable (Corollary 6.12).

Next we study rigid classes of self-simulable groups. Namely, we show that self-
simulability is a commensurability invariant, and that it is preserved under quasi-isometries
of finitely presented groups.

Theorem 1.4. Let Γ1,Γ2 be two finitely generated groups which are commensurable.
Then Γ1 is self-simulable if and only if Γ2 is self-simulable.

Theorem 1.5. Let Γ1,Γ2 be two finitely presented groups which are quasi-isometric.
Then Γ1 is self-simulable if and only if Γ2 is self-simulable.

The proof of Theorems 1.4 and 1.5 are given in Section 7. The latter is essentially
based on a construction of Cohen [20] which shows that quasi-isometric finitely presented
groups can be embedded in a cocycle-like manner in subshifts of finite type on either
group.

In Section 8 we employ the results obtained in the last sections to exhibit several
explicit examples of groups which are self-simulable. More precisely, we show

Theorem 1.6. The following groups are self-simulable.

• Finitely generated non-amenable branch groups (Corollary 8.1).
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• The finitely presented simple groups of Burger and Mozes [15] (Corollary 8.2).
• Thompson’s group V and higher-dimensional Brin-Thompson’s groups nV (Corol-

lary 8.4).
• The general linear groups GLn(Z) and special linear groups SLn(Z) for n ≥ 5

(Corollary 8.7).
• The automorphism group Aut(Fn) and outer automorphism group Out(Fn) of the

free group on at least n ≥ 5 generators (Corollary 8.10).
• Braid groups Bn on at least n ≥ 7 strands (Corollary 8.11).
• Right-angled Artin groups associated to the complement of a finite connected graph

for which there are two edges at distance at least 3 (Corollary 8.13).

Furthermore, we show a conditional result on Thompson’s groups F and T (Corol-
lary 8.5). Namely, that Thompson’s group F is self-simulable if and only if it is non-
amenable, and that if F is non-amenable then T is self-simulable. This has the interesting
consequence of providing a computability criterion for the well-known open problem of
the amenability of F .

Theorem 1.7. Thompson’s group F is amenable if and only if there exists an effectively
closed action of F which is not the topological factor of an F -subshift of finite type.

In order to obtain the previous results, we produce a toolbox which provides simple
criteria to check that a group is self-simulable. We provide an abstract set of orthogonality
conditions (Lemmas 8.6 and 8.9) ensuring self-simulability, which works for most of the
groups we list. These roughly generalize the idea of a group acting on a direct product,
in such a way that the subactions that act on a bounded number of coordinates generate
the group, and are non-amenable (for example, the general linear group is generated by
elementary matrices, and GL2(Z) is non-amenable).

Another tool is Lemma 8.3 which states that if a finitely generated recursively
presented group acts faithfully on a zero-dimensional space such that for every non-empty
open set the subgroup of elements which act trivially on the complement is non-amenable,
then the group is self-simulable. We note that it is a common theme in the theory of
infinite groups that if a group acts in a sufficiently complex way on small open sets, then
we can say something about the abstract group. In particular this is common in proofs
of simplicity of infinite groups, see [26, 24, 14, 35], and a similar assumption appears in
an important theorem of Rubin [42].

In section 9 we present a few perspectives and questions we were not able to solve
ourselves. Particularly, we discuss potential dynamical properties of the subshift of finite
type extension and the class of self-simulable groups.

Acknowledgments: The authors wish to thank Nathalie Aubrun for many fruitful
discussions on a potential candidate for self-simulable group, which were a guiding influ-
ence for many of the ideas in this paper. We also thank three anonymous reviewers whose
comments greatly improved the presentation of this article, particularly shortening Sec-
tion 7 considerably. S. Barbieri was supported by the FONDECYT grant 11200037 and
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2. Preliminaries

We denote by N the set of non-negative integers and use the notation A b B to
denote that A is a finite subset of B.

We will begin with a short introduction to computability, mainly to set the notation
for the rest of the article. We refer readers interested in a more in-depth introduction
to [2, 46, 41].

A Turing machineM is given by a tuple

M = (Q,Σ, q0, qF , δ),

where Q is a finite set of states, Σ is a finite set called the tape alphabet, q0 ∈ Q and
qF ∈ Q are the initial and final state respectively and δ : Q × Σ → Q × Σ × {−1, 0, 1}
is the transition function.

Let us briefly describe the dynamics of Turing machines on one-sided tapes. Let
M be a Turing machine as above. Given (q, x, n) ∈ Q × ΣN × N, we interpret x ∈ ΣN

as an infinite tape filled with symbols from Σ, and (q, n) ∈ Q × N as a working “head”
which is on position n of the tape at state q. If δ(q, x(n)) = (r, a, d) and n + d ≥ 0,
then M(q, x, n) = (r, x′, n + d) where x′ is the configuration which coincides with x in
N \ {n} and x′(n) = a. If n + d < 0 then M(q, x, n) = (q, x, n). In other words, the
head reads the symbol at position n, and according to its transition function, changes
said symbol to a ∈ Σ, changes its state to r ∈ Q, and moves itself by d ∈ {−1, 0, 1} if
it can do it without exiting the tape. A Turing machine accepts an input x ∈ ΣN if
starting from (q0, x, 0) it eventually reaches the final state qF , that is, there is t ∈ N so
that Mt(q0, x, 0) ∈ {qF} × ΣN × N.

Let A be a finite set and denote by t /∈ A a blank symbol. Let M be a Turing
machine whose tape alphabet contains A ∪ {t}. We say that M accepts a word w =
w0 . . . wn−1 ∈ A∗ if it accepts the infinite word x ∈ ΣN given by

x(k) =

{
wk if 0 ≤ k < n

t if n ≤ k.

Let L ⊂ A∗ be a language. We say L is recursively enumerable if there exists
a Turing machine M which accepts w ∈ A∗ if and only if w ∈ L. We say that L is
co-recursively enumerable if A∗ \L is recursively enumerable. Finally, we say that L
is decidable if it is both recursively and co-recursively enumerable.

Remark 2.1. For all our purposes, we will only consider Turing machines which never
move the head outside of the tape. It is a straightforward exercise to show that the
notions of decidability do not change with this assumption.
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On what follows we will informally refer to Turing machines which have several
inputs on different “tapes”. This situation can be easily modeled by choosing as tape
alphabet the direct product of the alphabets on each tape.

2.1. Group actions. For a group Γ, we denote its identity by 1Γ, and for a word w =
w1w2 . . . wk ∈ Γ∗, we denote by w the element of Γ which corresponds to multiplying all
the wi from left to right. If Γ is finitely generated, we write SΓ for a finite set of Γ which
generates Γ as a monoid, that is, for every g ∈ Γ there is w ∈ S∗Γ such that g = w. We
shall drop the subscript Γ if the context is clear. Throughout the article, we assume all
groups are infinite unless stated otherwise.

The word problem of a group Γ with respect to S b Γ is the language

WPS(Γ) = {w ∈ S∗ : w = 1Γ}.

A finitely generated group Γ is recursively presented (with respect to S b Γ)
if WPS(Γ) is recursively enumerable. A group is said to have decidable word problem
(with respect to S b Γ) if WPS(Γ) is decidable. These notions do not depend upon the
choice of generating set S.

Let Γ y X and Γ y Y be (left) actions by homeomorphisms of a group Γ on
two compact metrizable spaces X and Y . A map φ : X → Y is called a topological
morphism if it is continuous and Γ-equivariant, that is, if φ(gx) = gφ(x) for every g ∈ Γ
and x ∈ X. A topological morphism which is onto is called a topological factor map.
If there exists a topological factor map φ : X → Y we say that Γ y X is an extension of
Γ y Y and that Γ y Y is a factor of Γ y X. If the topological morphism is a bijection,
we say that Γ y X is topologically conjugate to Γ y Y .

Given an action Γ y X and a subgroup H 6 Γ, the H-subaction of Γ y X is the
action H y X defined by the restriction of Γ y X to H.

2.2. Effectively closed actions. Let A be a finite set, for instance A = {0, 1}. For a
word w = w0w1 . . . wn−1 ∈ A∗ we denote by [w] the cylinder set of all x ∈ AN such that
xi = wi for 0 ≤ i ≤ n − 1. We endow AN with the prodiscrete topology whose basis is
given by the cylinders [w] for w ∈ A∗.

Definition 2.2. A closed subset X ⊆ AN is effectively closed if there exists a Turing
machine which accepts w ∈ A∗ on input if and only if [w] ∩X = ∅.

Note that if X is effectively closed and [w] ∩ X 6= ∅, then the Turing machine
run on w will just loop indefinitely. Intuitively, a set X is effectively closed if there is
an algorithm which provides a sequence of approximations of the complement of X as a
union of cylinders. The next definition endows effectively closed sets with a computable
action of a finitely generated group on X.

Let X ⊆ AN, Γ y X and S be a finite generating set of Γ which contains the iden-
tity. Consider the alphabet B = AS and for y ∈ BN and s ∈ S let πsy = {y(n)(s)}n∈N ∈
AN. The set representation of Γ y X determined by S is the set YΓyX,S ⊆ BN given
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by
YΓyX,S = {y ∈ BN : π1Γ

y ∈ X, and for every s ∈ S, πsy = s(π1Γ
y)}.

Definition 2.3. Let Γ be a group generated by S b Γ and X ⊆ AN. An action Γ y X
is effectively closed if the set representation YΓyX,S is an effectively closed subset of
(AS)N.

This definition is the natural generalization to finitely generated groups of the
definition of Hochman [28, Definition 1.2] for actions of Zd. Intuitively, an action Γ y X
is effectively closed if there is a Turing machine which on input y ∈ (AS)N can detect
whether π1Γ

y /∈ X, or if there is s ∈ S such that πsy 6= s(π1Γ
y).

Remark 2.4. Some authors use the term “effective action” to mean an action with is
faithful (i.e. that every g ∈ Γ \ {1Γ} acts non-trivially). We do not use this term with
this meaning. For instance, the trivial action of any non-trivial group on an effectively
closed set is an effectively closed action which is not faithful.

While Definition 2.3 is exactly what we will use to prove our results, sometimes we
will make use of an equivalent statement which is useful for showing that a particular
action is effectively closed. Namely, that effectively closed actions are precisely those for
which the set is effectively closed and every generator induces a computable map.

Definition 2.5. Let Γ be a group generated by S b Γ and X ⊆ AN be effectively closed.
An action Γ y X is effectively closed if there exists a Turing machine which on inputs
a ∈ A, s ∈ S, n ∈ N and x ∈ X, accepts if and only if a = (sx)n.

A way to think about an effectively closed action is as an action such that for every
s ∈ S, there is a Turing machine with two tapes. One tape contains all the symbols
of some x ∈ X in order and the other tape is empty. The machine can use the other
tape to perform computation and sequentially produce the symbols of sx while reading
coordinates of x. Notice that in order to output a symbol (sx)n the Turing machine only
visits finitely many positions of x.

Remark 2.6. Every effectively closed action Γ y X is continuous. Indeed, if it were not
continuous, there would exist m ∈ N, s ∈ S so that for every n ∈ N there are xn, yn ∈ X
such that xnk = ynk for every k ≤ n and (sxn)m 6= (syn)m. It follows that the algorithm
computing (sxn)m must take at least n + 1 steps. Taking a limit point x̄ ∈ X of the
sequence of xn yields a point for which the algorithm cannot compute x̄m in any number
of steps, therefore contradicting the assumption that Γ y X is effectively closed.

Remark 2.7. In the definition of effectively closed action the Turing machine computes
the image of x ∈ X under a generator s ∈ S of Γ. The algorithm can of course be
adapted so that it computes the image of x under any w ∈ S∗. That is, there is a Turing
machine which on input w ∈ S∗, n ∈ N and x ∈ X computes (wx)n. In particular the
notion of effectively closed action does not depend upon the choice of generators, and it
can be naturally be extended to uniformly computable actions of countable groups which
are not finitely generated but whose elements can be recursively enumerated.
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Remark 2.8. In the definition of effectively closed action we may consider just A = {0, 1}
and obtain the same class of actions up to topological conjugacy. Indeed, every finite set
A can be coded as binary words in {0, 1}dlog(|A|)e and thus we may recode any action on
a subset of AN as an action on a subset of {0, 1}N by replacing every symbol of A by its
coding.

Remark 2.9. There is a third equivalent notion of effectively closed action which is used
in [9, 8] and is an analogue of Definition 2.5 which only performs computation on words.
Namely, Γ y X ⊆ AN is effectively closed if the action is continuous and there exists a
Turing machine which on input s ∈ S and u, v ∈ A∗ accepts if and only if [v]∩s([u]∩X) =
∅. Notice that in this definition we assume that the action is continuous.

The definition of effectively closed action does not require anything on the acting
group other than being finitely generated. However, in order to be able to naturally
construct actions which are effectively closed, we shall often ask that the acting group is
recursively presented or that it has decidable word problem. To justify this, we shall show
that even admitting a single faithful effectively closed action imposes strong computability
constraints on the word problem of the acting group.

To this end, we remark that effectively closed sets are called Π0
1 sets in the arith-

metical hierarchy and their complements are called Σ0
1. The Σ0

2 sets are those for which
there is a Turing machine with an oracle to Π0

1 which accepts if the element belongs to
that set, see [41, Chapter 14] for further background. Π0

2 sets are the complements of
those in Σ0

2. In terms of languages, the word problem of a group would be in Π0
2 if there is

a Turing machine with an oracle to Π0
1 which accepts a word on a given set of generators

if and only if it is not the identity of the group.

Proposition 2.10. Suppose Γ is a finitely generated group which admits an effectively
closed faithful action Γ y X. Then the word problem of Γ is in Π0

2.

Proof. Let S be a set of generators for Γ and Γ y X ⊆ {0, 1}N a faithful effectively
closed action. Consider the algorithm which on input w ∈ S∗, initializes a variable n = 1,
enumerates all words u ∈ {0, 1}n. For each word, it calls the oracle to Π0

1 to determine
if [u] ∩ X 6= ∅. If this is not the case, it tries to compute the image under w of any
configuration x ∈ {0, 1}N such that x0 . . . xn−1 = u. If at some point the algorithm
requires coordinates of x outside of {0, . . . , n− 1}, it increases the value of n and restarts
the process. If at any point the algorithm computes a coordinate (wx)m 6= xm then we
know wx 6= x and thus that w 6= 1Γ. Such an instance always exists due to the action
being faithful. �

In particular, the only effectively closed actions of a simple group whose word
problem is not on Π2

0 would be the trivial actions on effectively closed sets. Notice that
there are countably many Π0

2 sets, and therefore (as there are uncountably many non-
isomorphic simple finitely generated groups [39]) there are uncountably many finitely
generated groups which do not admit any nontrivial effectively closed action.
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Remark 2.11. If Γ admits a faithful effectively closed action on {0, 1}N, then we can
ignore the call to Π0

1 in the previous proof and conclude that the word problem of Γ is
co-recursively enumerable.

2.3. Shift spaces. Let A be a finite set and Γ be a group. The set AΓ = {x : Γ → A}
equipped with the left shift action Γ y AΓ by left multiplication given by

gx(h) = x(g−1h) for every g, h ∈ Γ and x ∈ AΓ,

is the full Γ-shift. The elements a ∈ A and x ∈ AΓ are called symbols and configura-
tions respectively. We endow AΓ with the prodiscrete topology generated by the clopen
subbase given by the cylinders [a]g = {x ∈ AΓ : x(g) = a} where g ∈ Γ (we just denote
by [a] the cylinder [a]1Γ

). A support is a finite subset F b Γ. Given a support F , a
pattern with support F is an element p ∈ AF . We denote the cylinder generated by p
by [p] =

⋂
h∈F [p(h)]h. Given two patterns p, q we say that q occurs in p if [p] ⊆ g[q] for

some g ∈ Γ.

Definition 2.12. A subset X ⊆ AΓ is a Γ-subshift if and only if it is Γ-invariant and
closed in the prodiscrete topology.

If the context is clear, we drop the Γ from the notation and speak plainly of a
subshift. Equivalently, X is a subshift if and only if there exists a set of forbidden
patterns F such that

X = XF = AΓ \
⋃

p∈F ,g∈Γ

g[p].

Let us briefly recall that an action Γ y X on a compact metrizable space is
expansive if there is a constant C > 0 so that whenever d(gx, gy) < C for every g ∈ Γ
then x = y. It is a well known fact that an action Γ y X on a closed subset X of {0, 1}N
is topologically conjugate to a Γ-subshift if and only if the action is expansive [25].

Definition 2.13. A subshift X ⊆ AΓ is a subshift of finite type (SFT) if there exists
a finite set of forbidden patterns F such that X = XF .

It is clear that if we fix F b Γ and L ⊆ AF , we may define a subshift of finite type
X ⊆ AΓ by declaring that x ∈ X if and only if for every g ∈ Γ, (x(gh))h∈F ∈ L. In other
words, we may also define subshifts of finite type by saying which patterns are allowed
within a finite support.

Definition 2.14. A subshift Y ⊆ AΓ is sofic if it is the topological factor of a subshift
of finite type.

It will be useful to describe topological morphisms between subshifts in an explicit
way. The following classical theorem provides said description. A modern proof for
actions of countable groups may be found in [18, Theorem 1.8.1].

Theorem 2.15 (Curtis-Lyndon-Hedlund [25]). Let Γ be a countable group, AX and AY
be two finite sets and X ⊆ AΓ

X , Y ⊆ AΓ
Y be two Γ-subshifts. A map φ : X → Y is a

10



topological morphism if and only if there exists a finite set F b Γ and Φ: AFX → AY such
that for every x ∈ X and g ∈ Γ then (φ(x))(g) = Φ((g−1x)|F ).

In the above definition, a map φ : X → Y for which there is Φ: AX → AY so that
(φ(x))(g) = Φ(x(g)) for every g ∈ Γ is called a 1-block map. If Y is a sofic subshift, it is

always possible to construct an SFT X̃ and a 1-block topological factor map φ̃ : X̃ → Y .

Furthermore, if Γ is generated by a finite set S, one can ask that the SFT X̃ is nearest
neighbor with respect to S, that is, it is described by a set of forbidden patterns whose
supports are of the form {1Γ, s} where s is a generator of Γ. In particular, if AX̃ is the

alphabet of X̃ and 1Γ ∈ S, there is L ⊆ (AX̃)S such that x̃ ∈ X̃ if and only if (gx̃)|S ∈ L
for every g ∈ Γ. A proof of this elementary fact can be found in [7, Proposition 1.7].

2.4. Effectively closed subshifts. When working with subshifts it is often useful to
give an explicit notion of effectively closed in order to be able to work with the space AΓ

instead of AN. In the case of Z-subshifts, patterns (with convex support) can be naturally
identified with words, and thus it is natural to think of effectively closed Z-subshifts as
those that can be described by a recursively enumerable set of forbidden words. For a
general finitely generated group Γ, we need to codify patterns in such a way that a Turing
machine might perform computation on them. The following formalism was introduced
in [3].

Definition 2.16. Let Γ be a finitely generated group, S a finite set of generators for
Γ and A an alphabet. A function c : W → A from a finite subset W b S∗ is called a
pattern coding. The cylinder defined by a pattern coding c is given by

[c] =
⋂
w∈W

[c(w)]w.

A pattern coding can be thought of as pattern on free monoid S∗. It can be repre-
sented on the tape of a Turing machine as a finite sequence of tuples {(w1, a1), (w2, a2), . . . , (wk, ak)}
where wi ∈ S∗, ai ∈ A and c(wi) = ai. A set C of pattern codings defines a Γ-subshift XC
by setting

XC = AΓ \
⋃

g∈Γ,c∈C

g[c].

Definition 2.17. A Γ-subshift X is effectively closed by patterns if there exists a
recursively enumerable set of pattern codings C such that X = XC.

A Turing machine which accepts a pattern coding c if and only if c ∈ C is said to
define X = XC. Note that neither C nor the Turing machine which defines X are unique.

It is important to stress that, unintuitively, the property of being an effectively
closed subshift by patterns is weaker than the property of being an effectively closed
expansive action. For instance, the full Γ-shift is a faithful action which is effectively
closed by patterns for any group, but by Proposition 2.10 there are groups which do not
admit any faithful effectively closed action. However, these two notions coincide whenever
the acting group is recursively presented.

11



Proposition 2.18. Let Γ be a finitely generated and recursively presented group. Then,
up to topological conjugacy, expansive effectively closed actions coincide with subshifts
which are effectively closed by patterns.

Proof. In [9, Proposition 4.1] it is shown that every subshift which is the factor of an
effectively closed action is effectively closed by patterns, so that direction holds regardless
of the acting group. Conversely, if Γ is recursively presented and generated by S b Γ,
given a computable bijection ρ : N→ S∗ there is an algorithm which accepts (n,m) ∈ N2 if
and only if ρ(n) = ρ(m). This computable bijection and algorithm can be used to encode

configurations x ∈ AΓ as sequences in AN as xρ(0)xρ(1)xρ(2) . . . and it can be shown that
an algorithm to construct forbidden pattern codings can be translated into an algorithm
to enumerate the complement of the set representation of the encoded action. The details
of this construction are given in [9, Theorem 4.3]. �

In consequence with Proposition 2.18, whenever we have a recursively presented
group we shall just say “effectively closed subshift” and omit the suffix “by patterns”.

3. Self-simulable groups

Let us recall from the introduction the definition of self-simulable group.

Definition 3.1 (Definition 1.1). We say that a group Γ is self-simulable if every ef-
fectively closed action Γ y X ⊆ {0, 1}N is a topological factor of a Γ-subshift of finite
type.

In this brief section we will present two dynamical consequences of self-simulation
and a list of obstructions for a group to have this property. We remark that the results
of this section are not needed elsewhere in the article, thus a reader interested only in
our main result can directly skip to Section 4.

3.1. Two dynamical consequences of self-simulation.

Definition 3.2. A Γ-subshift is strongly aperiodic if the shift action of Γ is free.

Namely, A Γ-subshift is strongly aperiodic if the shift action satisfies that whenever
gx = x for some x ∈ X then g = 1Γ.

We shall use the following result from [4] which ensures that every finitely generated
group with decidable word problem admits a nonempty effectively closed subshift which
is strongly aperiodic. The proof relies on a probabilistic argument of [1] which shows
that every graph of bounded degree can be colored with finitely many colors in such a
way that the sequence of colors of every non self-intersecting path does not contain two
subsequent occurrences of the same sequence of colors.

Theorem 3.3 (Theorem 2.6 of [4]). For every finitely generated group with decidable
word problem there exists a nonempty strongly aperiodic and effectively closed subshift.

A clear consequence of Theorem 3.3 is the following.
12



Corollary 3.4. Every finitely generated self-simulable group with decidable word problem
admits a nonempty strongly aperiodic subshift of finite type.

Proof. Let Γ be a finitely generated self-simulable group with decidable word problem.
By Theorem 3.3 there exists a strongly aperiodic and effectively closed Γ-subshift Y .
As Γ is self-simulable (and recursively presented), there exists a nonempty Γ-subshift of
finite type X and a factor map φ : X → Y . Let g ∈ Γ and x ∈ X so that gx = x. Then
we have that gφ(x) = φ(gx) = φ(x). As Y is strongly aperiodic, we conclude that g = 1Γ

and thus X is strongly aperiodic. �

In particular, there exist nonempty strongly aperiodic subshifts of finite type on
every group with decidable word problem which we present in Section 8.

Definition 3.5. Let Γ be a group. The sunny-side up subshift is given by

X≤1 = {x ∈ {0, 1}Γ : if x(g) = x(h) = 1 then g = h}.
In words, the sunny-side up subshift consists of all configurations on the alphabet

{0, 1} which have at most one position marked by the symbol 1. This object is the
symbolic representation of the translation action of Γ on its one-point compactification
Γ∪{∞}. It is well known that if Γ is an infinite and finitely generated group, then X≤1 is
not a subshift of finite type (see [3, Proposition 2.10]). An interesting problem is figuring
out for which groups Γ the sunny-side up subshift is sofic. It has been shown by Dahmani
and Yaman in [22] that (1) if Γ splits in a short exact sequence 1 → N → Γ → H → 1
and X≤1 is sofic for both N and H then it is also sofic for Γ, (2) soficity of the sunny-side
up subshift is an invariant of commensurability and that (3) the sunny-side up subshift
is sofic for finitely generated free groups, finitely generated abelian groups, hyperbolic
groups and poly-hyperbolic groups.

The first examples of finitely generated groups where the sunny-side up subshift is
not sofic were given in [3]. Namely [3, Proposition 2.11] states that if Γ is a recursively
presented group then X≤1 is effectively closed if and only if the word problem of Γ
is decidable. It follows that if Γ is a recursively presented group with undecidable word
problem then X≤1 is not effectively closed and therefore is also not sofic. To the knowledge
of the authors, it is still unknown whether there exists a finitely generated group Γ with
decidable word problem for which the sunny-side up subshift is not sofic.

An obvious consequence of a group being self-simulable, is that if the group has
decidable word problem, then the sunny-side up subshift is sofic, as all effectively closed
subshifts are automatically sofic.

Corollary 3.6. Let Γ be a finitely generated, self-simulable group with decidable word
problem. The sunny-side up subshift on Γ is sofic.

3.2. Obstructions to self-simulation. In this brief section, we present classes of groups
which are not self-simulable. As we mentioned before, our focus is on groups which are
both infinite and finitely generated. Let us briefly justify that self-simulability is not
interesting on finite groups, or groups which are not finitely generated.
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If Γ is a finite group, it follows that every subshift X ⊂ AΓ is finite. In particular,
the trivial action on an infinite effectively closed set can not be the factor of a subshift
on Γ, and thus Γ is not self-simulable. On the other hand, every Γ-subshift is of finite
type, and thus expansive effectively closed actions of Γ are trivially factors of SFTs.

On the other hand, while the definition of effectively closed action (Definition 2.5)
can be naturally extended to countable groups with a recursive presentation, non-finitely
generated groups can never be self-simulable for trivial reasons. Notice that the trivial
action of a group on a finite set is always expansive and effectively closed, and thus it is
topologically conjugate to an effectively closed subshift on that group. In particular, if
said trivial action were the factor of a subshift of finite type, it would be topologically
conjugate to a sofic subshift with finitely many configurations. However, it is an imme-
diate consequence of the definition that in any countable non-finitely generated group,
sofic subshifts are either trivial or uncountable.

Let us turn our attention back to infinite and finitely generated groups. We will
first show that amenability is an obstruction to self-simulability. Recall that a group Γ
is amenable if for every δ > 0 and K b Γ there is F b Γ such that

|KF4F | ≤ δ|F |, where KF4F = (KF ∪ F ) r (KF ∩ F ).

To every action Γ y X of a countable amenable group on a compact metrizable
space X we can associate a non-negative extended real number htop(Γ y X) called the
topological entropy of Γ y X. (See section 9 of [31]). It is well known that if Γ y Y is
a factor of Γ y X then

htop(Γ y X) ≥ htop(Γ y Y ).

For every recursively presented and finitely generated amenable group Γ there are
effectively closed actions with infinite topological entropy. Indeed, let S be a finite sym-
metric set of generators of Γ. Identify {0, 1}N with {0, 1}S∗×N through a computable
bijection and let X ⊆ {0, 1}S∗×N be such that x ∈ X if and only if for every n ∈ N and
w,w′ ∈ S∗ such that w = w′ we have x(w, n) = x(w′, n). Consider the action Γ y X
given by

(g(x))(w, n) = x(g−1w, n) for every g ∈ Γ, (w, n) ∈ S∗ × N.
Where g−1w stands for any word in S∗ representing the element g−1w.

We may think of this action as a full Γ-shift on an infinite alphabet. A direct
computation shows that this action has infinite topological entropy. On the other hand,
as Γ is recursively presented it follows that the set presentation of Γ y X determined by
S is effectively closed, and thus Γ y X is an effectively closed action.

Proposition 3.7. Let Γ be a finitely generated and recursively presented group. If Γ is
self-simulable then it is non-amenable.

Proof. Assume that Γ is amenable. If Γ y X is a subshift, then htop(Γ y X) < ∞
(see Example 9.41 of [31]). On the other hand, as Γ is recursively presented there exist
non-expansive effectively closed actions with infinite topological entropy which can thus
never be factors of a subshift. �
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The previous argument strongly relies on non-expansive actions. One might wonder
whether if one limits the notion of self-simulation to effectively closed subshifts then it
might be possible for amenable groups to be self-simulable. A partial answer is that as
long as the group has decidable word problem then there are always effectively closed
subshifts which are not sofic. The proof is based on a counting argument and may be
found in [3, Theorem 2.16].

Proposition 3.8 (Theorem 2.16 of [3]). Let Γ be a finitely generated amenable group
with decidable word problem. There exists an effectively closed Γ-subshift which is not
sofic.

Recall that the number of ends of a finitely generated group is the limit as n tends
to infinity of the number of connected components obtained by considering its Cayley
graph with respect to a generating set and removing all elements of length n with respect
to the word metric induced by that generating set. The free group Fk of rank k ≥ 2 is
an example of a group with infinitely many ends. The next proposition shows that these
non-amenable groups are not self-simulable.

Proposition 3.9 (Theorem 2.17 of [3]). Let Γ be a finitely generated group with decidable
word problem and infinitely many ends. There exists an effectively closed Γ-subshift which
is not sofic.

In views of Theorem 1.2 and Propositions 3.8 and 3.9 one might wonder if maybe
all it takes to be self-simulable is to be a 1-ended non-amenable group. The following
result shows that this is not the case.

Proposition 3.10. Let k ≥ 1, Fk be the free group of rank k and Γ = Fk × Z. There
exists an effectively closed Γ-subshift which is not sofic. In particular Fk × Z is not
self-simulable.

Proof. Denote the generators of Fk by a1, . . . , ak. Denote the elements of Γ as ordered
pairs (g, n) where g ∈ Fk and n ∈ Z. Consider the alphabet A = {1, 2, ?} and the
subshifts X1, X2, X3 of AΓ given by

X1 = {x ∈ AΓ : if x(g, n) = x(h, n) = ? then g = h},
X2 = {x ∈ AΓ : if x(g, n) = ? then x(g,m) = ? for every m ∈ Z},

X3 = {x ∈ AΓ : if x(g, n) = ? then x(gh, n) = x(gh−1, n) for every h ∈ Fk}.
Let X = X1 ∩ X2 ∩ X3 ⊆ AΓ. The subshift X consists of all configurations on

the alphabet A such that if the symbol ? occurs at some position (g, n), then it occurs
at position (g,m) for every m ∈ Z, and does not occur at any other (g′, k) for g′ 6= g.
Therefore if ? occurs, it occurs solely on an infinite “pillar”. Moreover, if ? occurs, it acts
as a mirror in the sense that the configuration is symmetric with respect to taking inverses
relative to the pillar, that is, for every h ∈ Fk, we have that x(gh,m) = x(gh−1,m) for
every m ∈ Z. In other words, following h or h−1 from the pillar leads to the same symbol.
An illustration of part of a configuration in X can be seen in Figure 1.
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Figure 1. Part of a configuration in X for Γ = F2 × Z (left) and Γ =
F1 × Z = Z× Z (right).

It is straightforward to check that X is effectively closed. Suppose that X is a sofic
subshift. Then there exists a finite alphabet A′, a nearest neighbor subshift of finite type
Y ⊆ (A′)Γ, and a 1-block factor map φ : Y → X. Let N be an integer such that

N > 3 log2(|A′|).

We claim that there exist two distinct configurations y, y′ ∈ Y such that

(1) φ(y)(1Fk
, 0) = φ(y′)(1Fk

, 0) = ?.
(2) y(1Fk

, n) = y′(1Fk
, n) for every n ∈ Z.

(3) There exists n ∈ {1, . . . , N} such that φ(y)(an1 , 0) 6= φ(y′)(an1 , 0).

We argue by compactness. Let m ∈ N and let

Dm = {(an1 , k) : n ∈ {1, . . . , N}, k ∈ {0, . . . ,m− 1}},

Hm = {(1Fk
, k) : k ∈ {−m, . . . , 2m− 1}.

Let p : Dm → {0, 1} be an arbitrary function. By construction of X there exists a
configuration xp ∈ X such that xp|Dm = p and xp|Hm is identically ?. In particular, for
every such p there must exist yp ∈ Y such that φ(yp) = xp. Notice that asN ≥ 3 log2(|A′|),
then

|{0, 1}Dm | = 2Nm > |A′|3m = |(A′)Hm|.
We deduce that there must exist two distinct p, p′ : Dm → {0, 1} such that yp|Hm = yp′|Hm .
Let (an1 , r) ∈ Dm such that φ(yp)(a

n
1 , r) 6= φ(yp′)(a

n
1 , r), then the configurations

ym = (1Fk
, r)yp and y′m = (1Fk

, r)yp′ ,
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given by

ym(g, n) = yp(g, n− r) and y′m(g, n) = y′p(g, n− r) for every (g, n) ∈ Fk × Z,
satisfy that:

(1) φ(ym)(1Fk
, 0) = φ(y′m)(1Fk

, 0) = ?.
(2) ym(1Fk

, k) = y′m(1Fk
, k) for every k ∈ {−m, . . . ,m}.

(3) There exists n ∈ {1, . . . , N} such that φ(ym)(an1 , 0) 6= φ(y′m)(an1 , 0).

Any accumulation point of the sequence (ym, y
′
m)m∈N yields a pair y, y′ ∈ Y which satisfies

the three properties above, thus proving our claim.
Let us now reach a contradiction. Let us define the configuration y∗ ∈ (A′)Γ given

by

y∗(g, n) =

{
y(g, n) if g as a reduced word begins with a1

y′(g, n) otherwise.

As Y is a nearest neighbor subshift of finite type and y(1Fk
, n) = y′(1Fk

, n) for every
n ∈ Z, it follows that y∗ contains no forbidden patterns and thus y∗ ∈ Y . On the
other hand, we have that φ(y∗)(1Fk

, 0) = ? and, as there is n ∈ {1, . . . , N} such that
φ(y)(an1 , 0) 6= φ(y′)(an1 , 0), we have that φ(y∗)(an1 , 0) 6= φ(y∗)(a−n1 , 0). Therefore φ(y∗) /∈
X, contradicting the fact that φ : Y → X is a factor map. �

Remark 3.11. The subshift X in the proof of Proposition 3.10 is usually called the Mirror
shift when k = 1.

4. The paradoxical subshift

The purpose of this section is to exploit the structure of finitely generated non-
amenable groups to construct a family of subshifts of finite type with a remarkable struc-
tural property. More precisely, let Γ be a finitely generated non-amenable group. We
shall construct a nonempty Γ-subshift of finite type P, which we call the paradoxical
subshift, that has the property that any configuration ρ ∈ P induces an injective map
from Γ × N to Γ which is “Lipschitz” on the second component. In other words, the
configuration assigns a one-sided path with bounded jumps to every element of Γ, and
the paths do not intersect.

We remark that constructions of this nature have already appeared in the literature
(although not explicitly encoded in the form of a subshift of finite type). A good instance
is the proof of Whyte that every non-amenable group admits a translation-like action by
the free group [49]. See also [43].

The existence of this subshift of finite type relies on the well-known characterization
of non-amenable groups by the existence of paradoxical decompositions in terms of a
convenient statement on the existence of bounded surjective 2-to-1 maps.

Proposition 4.1 (Theorem 4.9.2 of [18]). A group Γ is non-amenable if and only if there
exists a 2-to-1 surjective map ϕ : Γ→ Γ and a finite set K b Γ so that g−1ϕ(g) ∈ K for
every g ∈ Γ.
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The paradoxical subshift shall be the main tool in the proof of Theorem 1.2. As
an immediate application of this object, we shall provide at the end of this section an
alternative proof of a result of Seward [44] which states that every action of a countable
non-amenable group admits an extension which is a subshift. Furthermore, we shall show
that under certain computability restrictions the subshift can always be picked effectively
closed, see Theorem 4.6.

4.1. The paradoxical subshift. Given a countable group Γ and a symmetric set K b Γ
(that is, so that K = K−1), we define the alphabet AK = K3 × {G, B}. Given a =
((a1, a2, a3), t) ∈ AK , we write LG(a) = a1, LB(a) = a2, Rt(a) = a3 and t(a) = t. The
value t(a) ∈ {G, B} is called the color of the symbol a ∈ AK , we interpret the color
as being either green (G) or blue (B). The letters L and R stand for left and right
respectively.

Definition 4.2. Let Γ be a countable group and K b Γ. The paradoxical subshift is
the Γ-subshift P ⊆ (AK)Γ defined by the condition that ρ ∈ P if and only if for every
g ∈ Γ if we have ρ(g) = a then:

(1) b = ρ(gLG(a)) is of color G and RG(b) = (LG(a))−1,
(2) c = ρ(gLB(a)) is of color B and RB(c) = (LB(a))−1,
(3) If d = ρ(gRt(a)), then Lt(d) = (Rt(a))−1.

dOaO

bO

cO

©

©

©

©

RG(a)

LG(a)

RG(b)

LB(a)

RB(c)

LG(d)

LG(b)

LB(b)

LG(c)

LB(c)

Figure 2. The local structure of the paradoxical subshift. The two first
components of the alphabet are drawn with dashed arrows, while the third
component is drawn with a thick arrow. The three conditions in the defini-
tion simply correspond to the property that following an arrow of a certain
color and then following the inverse arrow of the same color amounts to no
movement at all.

A representation of the paradoxical subshift is given on Figure 2, note that it induces
a directed graph where each vertex has exactly two different ancestors, one labeled by G

and another by B. A finite set of forbidden patterns which defines the paradoxical subshift
is the set of all patterns p ∈ (AK)(K∪{1Γ}) so that at least one of the three conditions in
the definition is not satisfied for g = 1Γ. It follows that the paradoxical subshift is a
Γ-subshift of finite type.
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Proposition 4.3. Let Γ be a non-amenable group. Then there exists a symmetric set
K b Γ containing the identity so that the paradoxical subshift P is nonempty.

Proof. As Γ is non-amenable, Proposition 4.1 ensures that there exists a 2-to-1 surjective
map ϕ : Γ→ Γ and a finite set K b Γ so that g−1ϕ(g) ∈ K for every g ∈ Γ. Potentially
taking a larger set K, we can assume that K is symmetric and contains the identity, and
so ϕ(g)−1g ∈ K as well.

As ϕ is 2-to-1 and surjective, there is a partition Γ = ΓG∪ΓB so that the restrictions
ϕG and ϕB of ϕ to ΓG and ΓB respectively are bijections onto Γ. Let ρ = {ρ(g)}g∈Γ ∈ (AK)Γ

be defined by

ρ(g) =

{((
g−1ϕ−1

G (g), g−1ϕ−1
B (g), g−1ϕ(g)

)
, G
)

if g ∈ ΓG((
g−1ϕ−1

G (g), g−1ϕ−1
B (g), g−1ϕ(g)

)
, B
) ,

Notice that letting h = ϕ−1
G (g) we have ϕ(h)−1h = (ϕ(ϕ−1

G (g)))−1ϕ−1
G (g) = g−1ϕ−1

G (g) ∈
K. Similarly, g−1ϕ−1

B (g) ∈ K. This shows that ρ(g) ∈ AK for every g ∈ Γ. It is a straight-
forward computation to show that ρ satisfies the three conditions in Definition 4.2. �

Given a color t ∈ {G, B}, denote by t the opposite color. We can associate to each
g ∈ Γ a continuous map γg : N×P→ Γ by following the left arrows of the opposite color
as that of ρ(g) as follows:

γg(n, ρ) =

{
gLt(ρ(g)) if n = 0 and ρ(g) has color t

γg(n− 1, ρ)Lt(ρ(γg(n− 1, ρ))) if n > 0 and ρ(g) has color t
.

In simple words, the map γg assigns a path to g by “following the left arrows of the
opposite color of g”. It is clear that γg is continuous, as γg(n, ρ) only depends upon the
values of ρ in gKn. Notice also that for every g ∈ Γ we have

γg(n, ρ) = gγ1Γ
(n, g−1ρ).(♥)

Remark 4.4. Notice that if ρ(g) has color G, then for every n ∈ N the symbol ρ(γg(n, ρ))
has color B. Similarly, if ρ(g) has color B, then for every n ∈ N the symbol ρ(γg(n, ρ))
has color G. In particular, for every n > 0,

γg(n− 1, ρ) = γg(n, ρ)Rt(ρ(γg(n, ρ))).

The function γg assigns a one sided path to g. The next lemma says that all these
paths are disjoint.

Lemma 4.5. For every ρ ∈ P, the map (n, g) 7→ γg(n, ρ) for (n, g) ∈ N× Γ is injective.

Proof. Suppose there are g, h ∈ Γ and n,m so that γg(n, ρ) = γh(m, ρ). By Remark 4.4 we
have that ρ(g) and ρ(h) have the same color. Furthermore, repeatedly using the relation
in the remark, we may assume that either n = 0 or m = 0. Without loss of generality let
n = 0.
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Let v = γg(0, ρ). We have that g = vRt(ρ(v)) and thus ρ(v) and ρ(g) have different
color. If m > 0, then ρ(v) is of the same color as ρ(γh(m− 1, ρ)) = ρ(vRt(ρ(v)) = ρ(g),
therefore we conclude that m = 0 and thus γh(0, ρ)Rt(γh(0, ρ)) = h. Hence g = h. �

4.2. Existence of effective subshift extensions. Before finishing this section we shall
show a simple application of our construction. In [44, Theorem 1.2] the author shows
that every action of a countable group on a compact metrizable space admits a subshift
extension. The proof is essentially based on theorem of Whyte [49] on the existence of
translation-like actions of F2 on non-amenable groups and a generalization of the classical
factor map between the full 2-shift and the full 4-shift in F2 (See Section C of the appendix
in [40]).

We shall provide an alternative proof of that theorem. Furthermore, we shall show
that whenever Γ is finitely generated and Γ y X is effectively closed, then the subshift
can be chosen to be effectively closed (by patterns).

Theorem 4.6. Every action Γ y X of a countable non-amenable group over a compact
metrizable space X is the factor of some Γ-subshift Z.

Furthermore, if Γ is finitely generated, X ⊆ AN for some finite A and Γ y X is
effectively closed, then Z can be chosen effectively closed by patterns.

Proof. It is well known that every action of a countable group Γ over a compact metrizable
space X admits a zero-dimensional extension, for instance, as an inverse limit of symbolic
covers of radius 1

n
of X (see for instance [44, Lemma 4.1]). We shall thus assume, without

loss of generality, that X is a closed subset of AN.
As Γ is a countable non-amenable group, there exists K b Γ such that the para-

doxical subshift P ⊆ (AK)Γ is nonempty. Recall that P comes equipped with a family of
continuous maps γg : N×P→ Γ.

Consider the subshift Z ⊆ P×AΓ which consists on all configurations z = (ρ, y) ∈
P× AΓ which satisfy the following two constraints.

(1) For every n ∈ N and g ∈ Γ, if we consider

u = y(γg(0, ρ))y(γg(1, ρ)) . . . y(γg(n− 1, ρ)) ∈ An,
then [u] ∩X 6= ∅.

(2) For every n,m ∈ N and g, h ∈ Γ if we consider

u = y(γg(0, ρ))y(γg(1, ρ)) . . . y(γg(n− 1, ρ)) ∈ An,
v = y(γgh(0, ρ))y(γgh(1, ρ)) . . . y(γgh(m− 1, ρ)) ∈ Am,

then [v] ∩ h−1([u] ∩X) 6= ∅.

Clearly Z is a closed Γ-invariant set, and therefore a Γ-subshift. Consider the map
φ : Z → AN given by

φ(ρ, y)n = y(γ1Γ
(n, ρ)) for every n ∈ N.

The map φ is obviously continuous. By the first constraint, we have that [φ(ρ, y)|{0,...,n−1}]∩
X 6= ∅ for every n ∈ N. As X is closed this means that φ(ρ, y) ∈ X.
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Let g ∈ Γ and k ∈ N. From here we obtain,

φ(gρ, gy)k = (gy)(γ1Γ
(k, gρ)) = y(g−1γ1Γ

(k, gρ)) = y(γg−1(k, ρ)).

The second constraint implies that for every n,m ∈ N we have that

[φ(gρ, gy)|{0,...,m−1}] ∩ g([φ(ρ, y)|{0,...,n−1}] ∩X) 6= ∅.
Thus φ(gρ, gy) = gφ(ρ, y), hence the map φ is Γ-equivariant.

Finally, let us show that φ is surjective. Let x ∈ X and choose some ρ ∈ P. Let
y ∈ AΓ be any configuration such that

y(γg(n, ρ)) = (g−1x)n.

Such a configuration y exists due to the map (n, g) 7→ γg(n, ρ) being injective. It is direct
from the definition that (ρ, y) ∈ Z as it satisfies the two constraints, and that φ(ρ, y) = x.
This shows that Γ y X is a factor of the Γ-subshift Z.

Now suppose that Γ is finitely generated and that Γ y X is effectively closed. We
will show that Z can be defined through a recursively enumerable set of forbidden pattern
codings. As P×AΓ is a Γ-subshift of finite type, it is effectively closed, so we only need
to show that we can enforce conditions (1) and (2) in this way.

Let S b Γ be a finite symmetric set of generators of Γ such that K ⊆ S. Denote by
ε the empty word on S∗. We define C as the set of pattern codings c :

⋃
k≤n S

k → AK×A
for some n > 1 which fail to satisfy the following conditions:

(1’) For every w ∈
⋃
k≤n−1 S

k the conditions from Definition 4.2 (replacing g by w) are

satisfied. Notice that if condition (1’) holds, then for every w ∈
⋃
k≤n−1 S

k we may

properly define on c a local analogue γ̃wc : N→
⋃
k≤n S

k of the map γw : N×P→ Γ
on c, that is, such that

γ̃wc (k) = γw(k, ρ) for every k ≤ n− |w| − 1 and ρ ∈ [c] ∩P.

(2’) Let k ≤ n. If u = γ̃εc (0)γ̃εc (1) . . . γ̃εc (k) then [u] ∩X 6= ∅.
(3’) Let s ∈ S and `, `′ ≤ n− 2. Let

u = γ̃εc (0)γ̃εc (1) . . . γ̃εc (`)

v = γ̃sc (0)γ̃sc (1) . . . γ̃sc (`
′)

Then [v] ∩ s−1([u] ∩X) 6= ∅.

Failure of condition (1’) can easily be checked with an algorithm. Algorithms
to check conditions (2’) and (3’) exist due to the action being effectively closed and
Remark 2.9. It is a straightforward exercise that the set of pattern codings above defines

a subshift Z̃ which satisfies condition (1) and condition (2) with h ∈ Γ replaced by some
s ∈ S. As Γ is generated by S this suffices in this case. �

Note that in the second part of Theorem 4.6 we do not ask that the group is
recursively presented. Let us stress again that effectively closed subshifts (by patterns)
coincide up to topological conjugacy with expansive effectively closed actions only if the
group is recursively presented, therefore if we wish to interpret our effectively closed
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subshift extension as an effectively closed expansive action on a closed subset of {0, 1}N,
we need to ask that the group is recursively presented.

5. Self-simulable groups

The purpose of this section is to prove Theorem 1.2. Our main tool shall be
the paradoxical subshift as defined in Section 4. The main idea is quite similar to the
application shown on the previous section, namely, we saw that the possibility to associate
paths to group elements allows us to encode arbitrary actions in subhifts by putting
sequences on the path. By taking a direct product of two finitely generated groups, we
will be able to associate not only a path but an actual N2-grid to each group element.
This will enable us to verify with local rules that a configuration is on some effectively
closed set by implementing Turing machines via Wang tilesets.

More precisely, given an effectively closed action Γ y X ⊆ {0, 1}N, we use a
classical embedding of Turing machines through seeded Wang tilings to construct a tiling
of N2, so that every configuration in which a special symbol occurs at (0, 0) encodes in
a straightforward manner a configuration on the set representation of Γ y X. This
idea is quite old and can be traced back to [47, 48] and [29]. These ideas were famously
used by Berger to settle the undecidability of the domino problem [12]. The grids shall
encode a Turing machine which verifies that the configuration indeed belongs to the set
representation.

Finally, we shall encode a seeded instance of our tiling of N2 on top of the N2-grids
of a product of two paradoxical subshifts on each group, in such a way that the seed
occurs at the origin of every grid. We then endow this object with local rules ensuring
that all the N2-grids communicate information coherently with the action of Γ. From
here the factor map will be defined naturally using the grids and the set representation.

5.1. The computation tilespace. In this section we shall construct a set of tilings
of N2 which is defined through local rules, and which has the property that the subset
of tilings such that a particular type of symbol, called the seed, occurs at (0, 0), maps
surjectively into a fixed effectively closed set.

Let us describe how to code the dynamics of a Turing machineM = {Q,Σ, q0, qF , δ}
in a seeded tiling of N2. Consider the alphabet WM given by the square tiles drawn on
Figure 3. Notice that we give special names to three of the tiles on the top row.

Given a Turing machine M, we define its associated set of N2-tilings as the set
TM of all maps τ : N2 → WM so that whenever two tiles are horizontally or vertically
adjacent to each other, both the color and the symbol on their adjacent sides coincide.
See Figure 4 for an example of pattern satisfying this constraint.

Remark 5.1. The N2-tilings which are described by square tiles satisfying the above kind
of constraints are called Wang tilings after Hao Wang, who introduced them in [48].
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seed tile1(a)

(q0, a)

tile2(a)

a

a

a

(s′, b′)

(s, b)

c′

`′←
(`, c)

d′

r′→
(r, d)

(q, a)
q→

a

(q, a)
q←

a

Figure 3. The alphabet WM associated to a Turing machine M =
{Q,Σ, q0, qF , δ}. a ∈ Σ is an arbitrary symbol and q ∈ Q is an arbitrary
state. (s, b), (`, c), (r, d) ∈ Q×Σ are any pairs such that δ(s, b) = (s′, b′, 0),
δ(`, c) = (`′, c′,−1) and δ(r, d) = (r′, d′,+1).

The idea behind this construction is that for any x ∈ ΣN, if we provide a horizontal
row of tiles of Figure 3 given by

seed, tile1(x0), tile2(x1), tile2(x2), tile2(x3), . . . ,

then the local rules of the tileset force any configuration to encode the dynamics of the
Turing machine on the infinite word x.

Example 5.2. Let us consider the following simple Turing machine. Let Q = {a, b},
Σ = {0, 1,t}, q0 = a and let δ be given by

δ(a,t) = (b, 0,+1) δ(a, 0) = (b, 1,+1) δ(a, 1) = (a, 0,+1)(1)

δ(b,t) = (a, 0,−1) δ(b, 0) = (b, 1, 0) δ(b, 1) = (a, 0,+1).(2)

A N2-tiling associated to this Turing machine is shown in Figure 4. #

Remark 5.3. If the tile seed occurs at position (0, 0), then necessarily tile1(a) occurs at
(1, 0) for some a ∈ Σ, and tiles tile2(bn) for some bn ∈ Σ must occur at every position
(n, 0) for n ≥ 2. The tiles at the remaining positions of N2 are uniquely determined by
these tiles.

Now consider an effectively closed set Y ⊆ AN. By definition, there exists a Turing
machine MY so that MY accepts a word w ∈ A∗ if and only if [w] ∩ Y = ∅. From this
point forward for every effectively closed set Y we fix such a machine MY .

Let us consider a new Turing machineMsearch,Y whose tape alphabet and behavior
we describe as follows:

• The tape alphabet of Msearch,Y consists of tuples in A× Σ′, where Σ′ ⊃ A is the
working alphabet of an universal Turing machine which contains a special symbol
t. The symbols in the first component are not modified by the machine, but can
be read.
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1
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(a, 0)

(b, 0)
b→

0

t
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t

t

t

t

1

1

(b, 1)

(b, 0)

t

t

t

t

t

t

1

1

0
a→

(b, 1)

(a,t)
a→
t

t

t

t

t

Figure 4. A pattern of the Wang tiling associated to the machine of
Example 5.2. Each row, starting from the bottom, can be associated to an
iteration of the Turing machine on an empty tape.

• The dynamics ofMsearch,Y when run on the sequence (yn,t)n∈N are the following:
(1) Define k = 1.
(2) For every word w ∈

⋃
j≤k A

j, run the Turing machine MY on input w for k
steps.

– If MY accepts w, check whether y0 . . . y|w|−1 = w. If it is the case,
accept (go to state qF ).

(3) Redefine k as k + 1 and go back to step (2).

As Y is effectively closed, it follows that Msearch,Y run on the sequence (yn,t)n∈N
reaches its final state qF if and only if (yn)n∈N /∈ Y .

Given s ∈ WM, the set of seeded tilings of TM is the set of τ ∈ TM such that
τ(0, 0) = s.

Definition 5.4. Let Y be an effectively closed set. The search tilespace TSearch,Y is the
set which consists on all seeded tilings of TMSearch,Y

such that

(1) The seed is given by the tile seed.
(2) We forbid the tiles tile1(a, b) and tile2(a, b) where b 6= t.
(3) We forbid any tile carrying the final state qF .

In simpler words, we keep only tilings associated to the machine MSearch,Y whose
bottom row is of the form

(y0,t) (y1,t) (y2,t) (y3,t) (y4,t) (y5,t)

· · ·
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for some (yn)n∈N ∈ AN. Furthermore, the third condition imposes that in any
such tiling the machine never reaches the accepting state, that is, we will have that
(yn)n∈N ∈ Y .

Next we will define an auxiliary tileset which will be useful in the part of proof of
Theorem 1.2 which deals with the synchronization of the N2-grids.

Definition 5.5. Let A be a finite alphabet. The synchronization tilespace TSync is
the set of tilings σ : N2 → A with the property that

σ(u+ (0, 1)) = σ(u+ (1, 0)) for every u ∈ N2.

In other words, TSync consists on all tilings in which the antidiagonals are constant.
Finally, we use the two previous constructions to define the computation tileset

TComp,Y of an effectively closed set Y as follows.

Definition 5.6. The computation tilespace TComp,Y associated to an effectively closed
set Y ⊆ AN is the set of maps (τ, σ) ∈ TSearch,Y × TSync such that for every u ∈ N2,
i ∈ {1, 2} and a ∈ A, if τ(u+ (1, 0)) = tilei(a,t) then σ(u) = a.

We shall write down the two important properties of tilings in TComp,Y in the following
two propositions.

Proposition 5.7. Let (τ, σ) ∈ TComp,Y . We have that (σ(0, n))n∈N = (σ(n, 0))n∈N ∈ Y .

Proof. Let (τ, σ) ∈ TComp,Y . From the definition of TSync it follows that σ(0, n) = σ(n, 0)
for all n ∈ N, therefore it suffices to show that (σ(n, 0))n∈N ∈ Y

By definition of TSearch,Y , we have τ(0, 0) = tile1(a0,t) for some a0 ∈ A. By
the local rules of the tiling we have that for n ≥ 1, τ(n, 0) = tile2(an) for some an ∈
A. Therefore the tiling τ corresponds to the space time diagram of the computation
of Msearch,Y on the input (an,t)n∈N. As we removed the symbol qF , it follows that
(an)n∈N ∈ Y . Since an = σ(n, 0) for every n ∈ N by Definition 5.6, we deduce that
(σ(n, 0))n∈N ∈ Y . �

Proposition 5.8. For every y ∈ Y there exists (τ, σ) ∈ TComp,Y so that y = (σ(n, 0))n∈N

Proof. Fix y ∈ Y . Let σ ∈ AN2
be given by σ(n− k, k) = yn for all n ∈ N and k ≤ n. It

is clear that σ ∈ TSync.
Since y ∈ Y , it follows thatMsearch,Y on (yn,t)n∈N does not reach the state qF and

thus, if we let τ be the only configuration in TSearch,Y which is compatible with (yn,t)n∈N,
then the pair (τ, σ) satisfies the constraint of Definition 5.6 with respect to σ and therefore
(τ, σ) ∈ TComp,Y . �

In the next step of the proof, we shall overlay the computation tilings in the grids
induced by the paradoxical subshifts in a product of two non-amenable groups. The
role of the synchronization tilespace shall be to allow communication between these two
components.
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5.2. Proof of Theorem 1.2. For the remainder of the section, let ΓH , ΓV be two finitely
generated non-amenable groups. Fix generating sets SH , SV and let Γ = ΓH×ΓV be their
direct product.

Let Γ y X ⊆ {0, 1}N be an effectively closed action of Γ. Consider the following
set of generators of Γ

S = (SH × {1ΓV
}) ∪ ({1ΓH

} × SV ) .

Let A = {0, 1}S and YΓyX,S ⊆ AN be the set representation of Γ y X. We recall that
YΓyX,S is an effectively closed subset of AN and that, for s ∈ S and y ∈ YΓyX,S, we denote
by πs(y) the configuration (yn(s))n ∈ X. For simplicity of notation, and coherently with
the last section, we shall denote YΓyX,S simply by Y .

By Proposition 4.3, there exist symmetric finite sets KH b ΓH and KV b ΓV
which contain the identity and so that the paradoxical subshifts defined on ΓH and ΓV
with respect to KH and KV are nonempty. Let us denote the corresponding paradoxical
subshifts respectively by PH and PV . Consider their trivial extensions to Γ as follows

P̃H = {ρ ∈ (AKH
)Γ : (ρ(g, 1ΓV

))g∈ΓH
∈ PH ,

and ρ(g, g′) = ρ(g, 1ΓV
) for every (g, g′) ∈ Γ},

P̃V = {ρ′ ∈ (AKV
)Γ : (ρ′(1ΓH

, g))g∈ΓV
∈ PV ,

and ρ′(g, g′) = ρ′(1ΓH
, g′) for every (g, g′) ∈ Γ}.

It is clear that P̃H and P̃V are both Γ-subshifts of finite type. Consider the Γ-

subshift of finite type P̃ = P̃H × P̃V . It follows that for every g̃ = (g, g′) ∈ Γ there exists

a continuous map γg̃ : N2 × P̃→ Γ given by

γg̃((n, n
′), (ρ, ρ′)) =

(
γHg (n, ρ), γVg′ (n

′, ρ′)
)
.

Where γH and γV are the maps defined in Section 4 which are determined by the restric-
tions of ρ and ρ′ to ΓH × {1V } and to {1ΓH

} × ΓV respectively.

It follows from Lemma 4.5 that for every ρ ∈ P̃ the map (u, g̃) 7→ γg̃(u, ρ) is
injective, where u ∈ N2 and g̃ ∈ Γ.

Recall that the computation tilespace TComp,Y is a subset of all tuples (τ, σ) ∈
TSearch,Y × TSync. Denote by B the alphabet of all tiles which occur in some tiling in

TSearch,Y . Also recall that given t ∈ {G, B}, t denotes the opposite color. For ρ ∈ P̃, write

ρ = (ρH , ρV ) ∈ P̃H × P̃V . Denote also by tH(g),tV (g) the colors of ρH(g) and ρV (g)
respectively.

Definition 5.9. The final Γ-subshift ZFinal is the set of configurations z = (ρ, τ, σ) ∈
P̃×BΓ × AΓ which satisfy the following constraints:

(1) Embedding rule: For every g ∈ Γ, z respects the local rules of TComp,Y . More
precisely, for every g ∈ Γ,
(a) τ(gLtH(g)(ρH(g)), gLtV (g)(ρV (g))) = seed.

(b) The right side of the tile τ(g) coincides with the left side of the tile τ(gLtH(g)(ρH(g))).
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(c) The upper side of the tile τ(g) coincides with the bottom side of the tile
τ(gLtV (g)(ρV (g))).

(d) σ(gLtH(g)(ρH(g))) = σ(gLtV (g)(ρV (g))).
(e) If τ(gLtH(g)(ρH(g))) = tilei(a,t) for some a ∈ A, then σ(g) = a.

(2) Coherence rule: For every g ∈ Γ,
(a) For every s ∈ SH × {1ΓV

},
σ(gLtH (ρH(g)))(s) = σ(gs−1L

tH(gs−1)(ρH(gs−1)))(1Γ).

(b) For every s′ ∈ {1ΓH
} × SV ,

σ(gLtV (ρV (g)))(s′) = σ(gs′−1L
tV (gs′−1)(ρV (gs′−1)))(1Γ).

The following proposition translates the technical description of ZFinal into the
properties we shall use to prove our result.

Proposition 5.10. ZFinal is a Γ-subshift of finite type which satisfies:

(1) For every g ∈ Γ,

(τ(γg(u, ρ)), σ(γg(u, ρ)))u∈N2 ∈ TComp,Y .
(2) For every g ∈ Γ, s ∈ S and u ∈ N2 we have

σ(γg(u, ρ))(s) = σ(γgs−1(u, ρ))(1Γ).

In other words, a configuration z = (ρ, τ, σ) in ZFinal satisfies that (1) for every
g ∈ Γ, the restriction of (ρ, τ) to the N2-grid γg(N2, ρ) is a valid seeded tiling of TComp,Y ,
and (2), when moving by a generator s of Γ, the component πs(y) of the element y ∈ Y
read from the grid of g coincides with the component π1Γ

(y′) of the element y′ ∈ Y read
from the grid at gs−1.

Proof. From the definition of ZFinal it is clear that it is a Γ-subshift of finite type. Indeed,

P̃ is a Γ-subshift of finite type and all of the other rules are clearly local.
Let z = (ρ, τ, σ) ∈ ZFinal and fix g ∈ Γ. In order to prove the first property, notice

that the element γg((0, 0), ρ) is given by the pair

γg((0, 0), ρ) = (gLtH(g)(ρH(g)), gLtV (g)(ρV (g))).

Therefore rule (1a) is stating that τ(γg((0, 0), ρ)) = seed. Similarly, the positions
gLtH(g)(ρH(g)) and gLtV (g)(ρV (g)) are respectively the ones directly right and up from
position g, therefore rules (1b) and (1c) implement the local rules of a Wang tileset,
namely, that colors must match horizontally and vertically. As we let B be the set of
all tiles which occur in TSearch,Y , these three rules already imply that (τ(γg(u, ρ)))u∈N2 ∈
TSearch,Y .

The same argument as above shows that rule (1d) implements the fact that antidi-
agonals are constant in TSync and (1e) gives the rule that defines TComp,Y . From here it
follows that rules (1a)-(1e) imply that

(τ(γg(u, ρ)), σ(γg(u, ρ)))u∈N2 ∈ TComp,Y .
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Let us now show the second property. Let s ∈ S. Given (n, n′) ∈ N2, we need to
show that

σ(γg((n, n
′), ρ))(s) = σ(γgs−1((n, n′), ρ))(1Γ).

By definition of S, either s ∈ SH×{1ΓV
} or s ∈ {1ΓH

}×SV . Suppose s ∈ SH×{1ΓV
}.

By definition of TSync it suffices to show that for every m ∈ N,

σ(γg((0,m), ρ))(s) = σ(γgs−1((0,m), ρ))(1Γ).

Write g = (g1, g2) and note that,

γg((0,m), ρ) = (γHg1
(0, ρH), γVg2

(m, ρV ))

= (g1LtH(g)(ρH(g)), γVg2
(m, ρV ))

= (g1, γ
V
g2

(m, ρV ))LtH(g)(ρH(g)).

and

γgs−1((0,m), ρ) = (γHg1s−1(0, ρH), γVg2
(m, ρV ))

= (g1s
−1L

tH(gs−1)(ρH(gs−1)), γVg2
(m, ρV ))

= (g1, γ
V
g2

(m, ρV ))s−1L
tH(gs−1)(ρH(gs−1)).

From rule (2a), we deduce that

[σ(γg((0,m), ρ))](s) = [σ((g1, γ
V
g2

(m, ρV ))LtH(g)(ρH(g)))](s)

= [σ((g1, γ
V
g2

(m, ρV ))s−1L
tH(gs−1)(ρH(gs−1)))](1Γ)

= [σ(γgs−1((0,m), ρ))](1Γ).

Which is exactly what we wanted. An analogous argument using property (2b) shows
that if s′ ∈ {1ΓH

} × SV , then for every m ∈ N
σ(γg((m, 0), ρ))(s′) = σ(γgs′−1((m, 0), ρ))(1Γ).

Again, by the definition of TSync this is enough to obtain what we want. �

Finally, consider the map

φ : ZFinal −→ {0, 1}N
(ρ, τ, σ) 7−→ (σ(γ1Γ

((n, 0), ρ))(1Γ))n∈N

We will show that φ is a topological factor map from Γ y ZFinal to Γ y X. It is
clear from the definition that φ is a continuous map.

Claim 5.11. φ(ZFinal) ⊆ X.

Proof. Let (ρ, τ, σ) ∈ ZFinal. By the embedding rule, we have that

(τ(γ1Γ
(u, ρ)), σ(γ1Γ

(u, ρ)))u∈N2 ∈ Tcomp,Y .
By Proposition 5.7, we deduce that (σ(γ1Γ

((n, 0), ρ)))n∈N ∈ Y . Thus φ(ρ, τ, σ) ∈ X. �
28



Claim 5.12. φ is Γ-equivariant.

Proof. Let s ∈ S and (ρ, τ, σ) ∈ ZFinal. We have

sφ(ρ, τ, σ) = s (σ(γ1Γ
((n, 0), ρ)(1Γ))n∈N

= (σ(γ1Γ
((n, 0), ρ)(s))n∈N

= (σ(γs−1((n, 0), ρ)(1Γ))n∈N

=
(
σ(s−1γ1Γ

((n, 0), sρ)(1Γ)
)
n∈N

= (sσ(γ1Γ
((n, 0), sρ)(1Γ))n∈N

= φ(sρ, sτ, sσ).

Since S is a generating set for Γ, it follows that gφ(ρ, τ, σ) = φ(gρ, gτ, gσ) for any
g ∈ Γ and thus φ is Γ-equivariant. �

Claim 5.13. φ is surjective.

Proof. Fix ρ ∈ P̃. Let R ⊆ Γ be the set of reachable r ∈ Γ for which there is g ∈ Γ
and u ∈ N2 such that r = γg(u, ρ). Since the map (g, u) 7→ γg(u, ρ) is injective (by
Lemma 4.5), we may denote unambiguously these values by u(r) and g(r) for r ∈ R.

Consider an arbitrary x = (xn)n∈N ∈ X and let y = (yn)n∈N ∈ Y such that
yn(1Γ) = xn for every n ∈ N. Consider the natural action Γ y Y such that (gy)n(1Γ) =
(g(yn(1Γ))n∈N)n for every y ∈ Y and g ∈ Γ. By Proposition 5.8, for every g ∈ Γ there
exists (τ g, σg) ∈ TComp,Y so that σg(n, 0) = (g−1y)n for every n ∈ N.

Let us fix a0 ∈ A and w0 ∈ B given by

w0 =

(a0,t)

(a0,t) .

Let us define τ ∈ BΓ and σ ∈ AΓ as follows.

τ(h) =

{
τ g(h)(u(h)) if h ∈ R.
w0 if h /∈ R.

σ(h) =

{
σg(h)(u(h)) if h ∈ R.
a0 if h /∈ R.

By construction, it follows that

φ(ρ, τ, σ) = (σ(γ1Γ
((n, 0), ρ)(1Γ))n∈N = (σ1Γ(n, 0)(1Γ))n∈N = (yn(1Γ))n∈N = (xn)n∈N.

It suffices to check that (ρ, τ, σ) ∈ ZFinal. It is straightforward to check that the embed-
ding rule holds. Let us check the coherence rule, let g ∈ G, s ∈ S and (n, n′) ∈ N2. On
the one hand we have

σ(γg((n, n
′), ρ)) = σg(n, n′) = σg(n+ n′, 0) = (g−1y)n+n′ .
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On the other hand we have

σ(γgs−1((n, n′), ρ)) = σgs
−1

(n, n′) = σgs
−1

(n+ n′, 0) = (sg−1y)n+n′ .

We obtain that

σ(γg((n, n
′), ρ))(s) = (g−1y)n+n′(s) = (sg−1y)n+n′(1Γ) = σ(γgs−1((n, n′), ρ))(1Γ).

Which is the coherence rule. It follows that (ρ, τ, σ) ∈ ZFinal and thus φ is surjective. �

Putting together Claims 5.11, 5.12 and 5.13 we have that φ : ZFinal → X is a
topological factor map. By Claim 5.10 ZFinal is a Γ-SFT. This completes the proof of
Theorem 1.2.

6. Extensions of self-simulable groups

The goal of this section is to study conditions under which a group Γ, which contains
in some form a self-simulable group ∆, is self-simulable. Our main result is that if Γ
is recursively presented and the “adjacent” cosets of a subgroup ∆ under a suitable
generating set T of Γ have “enough space to communicate”, then Γ is also self-simulable.
Intuitively, in order to communicate an entire configuration between elements g and gt of
Γ we need that the cosets g∆ and gt∆ are “close” in infinitely many places. Our endeavor
will be to find algebraic conditions which ensure that the former property holds. Let us
mention that normality of ∆ is enough, and we shall indeed give a less restrictive property
which we call “mediation”. See Definition 6.7.

Example 6.1. Let us notice that the sole property of Γ admitting a self-simulable subgroup
is not enough for Γ to be self-simulable. For instance, if Γ = (F2×F2)∗F2, where ∗ denotes
the free product, we have that Γ admits the self-simulable subgroup F2 × F2, however,
by Proposition 3.9 it is not self-simulable because it has infinitely many ends. #

As in the previous section, we shall encode elements of AN on infinite paths, and use
copies of the paradoxical subshift to communicate these elements along different paths.
Therefore, it will be natural to assume that ∆ admits a covering by paths such that for
the path p : N→ ∆ starting at h ∈ ∆, n 7→ p(n)t gives a path in ht∆. We shall call those
coverings t-media.

In Section 4, we avoided the discussion of some technicalities associated to the
paradoxical subshift P as they were not necessary in the proof of Theorem 1.2. In this
section, we shall require the existence of configurations in the paradoxical subshift with
special properties. To this end, we shall make the correspondence between elements of P
and path covers slightly more explicit.

Recall that given a color t ∈ {G, B}, we denote by t the other color.

Definition 6.2. Let ∆ be a group. A path cover with moves K b ∆ is a collection
of maps (ph)h∈∆ called paths, where ph : N → ∆ is injective, satisfies ph(0) = h and
ph(n)−1ph(n + 1) ∈ K for all h ∈ ∆, n ∈ N, and every h ∈ ∆ is in the range of at most
two paths.
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We say a path cover is full if every h ∈ ∆ is in the range of two paths, and colored
if it comes with a partition ∆ into ∆G,∆B such that whenever h ∈ ∆t for t ∈ {G, B}, then
for every n ∈ N we have that ph(n+ 1) ∈ ∆t.

By definition, ph always has h in its range, so the condition that h is in the range
of at most (resp. exactly) two paths says precisely that h appears as an intermediate
node in at most (resp. exactly) one path. Notice that if ρ ∈ P is a configuration in the
Paradoxical subshift associated to some K b ∆, and (γh)h∈∆ are the maps defined in
Section 4, then the collection of maps (ph)h∈∆ given by

ph(0) = h and ph(n) = γh(n− 1, ρ) for every n ≥ 1,

is a colored path cover with moves in K which we call the path cover induced by ρ.
It might not necessarily be a full path cover.

Remark 6.3. If there exists a 2-to-1 map ϕ : ∆→ ∆ such that for every g ∈ ∆, g−1ϕ(g) ∈
K b ∆ with K symmetric, then there is a 2-to-1 map ϕ̃ : ∆ → ∆ such that for every
g ∈ ∆, g−1ϕ̃(g) ∈ K2 \ {1∆}. Indeed, let L ⊆ ∆ be the set of g ∈ ∆ for which ϕ(g) = g.
As the map is 2-to-1, for every g ∈ L we can choose elements g′, g′′ such that {g, g′, g′′}
are all distinct, ϕ(g′) = g and ϕ(g′′) = g′. We can then define ϕ̃ as follows

ϕ̃(h) =


g′ if g ∈ L,
g if h = g′′ for some g ∈ L,
ϕ(h) otherwise.

Clearly g−1ϕ̃(g) ∈ K2 \ {1∆}. In other words, by choosing a suitable symmetric set we
may always assume that the 2-to-1 map has no fixed points and thus we may remove the
identity from the set of moves.

Given a configuration ρ ∈ P, we may extract a 2-to-1 map ϕρ : ∆→ ∆ and a color
function Cρ : Γ → {G, B} by letting ϕρ(h) = hRt(ρ(h)) and Cρ(h) = t(ρ(h)) for every
h ∈ ∆.

Definition 6.4. Let P be a paradoxical subshift in ∆ and let ρ ∈ P. Let ϕρ and Cρ
as above. We say ρ is well-founded if for every h ∈ ∆ there is n ≥ 1 such that
Cρ(ϕ

n
ρ(h)) 6= Cρ(h).

In simpler words, a configuration ρ ∈ P is well-founded if for every element of ∆,
following the function ϕρ eventually leads to a distinct color. In particular, this means
that there are no loops, monochromatic cycles or monochromatic infinite paths. Clearly,
if ρ is well-founded, then the path cover induced by ρ is colored and full.

Lemma 6.5. Let P be the paradoxical subshift in ∆ defined by some symmetric set
K 63 1∆. If P 6= ∅, then it contains a well-founded configuration.

Proof. Let ρ ∈ P. We say that h ∈ ∆ is in a monochromatic cycle of ρ if there is a smallest
n ≥ 1 such that ϕnρ(h) = h and for every 0 ≤ i ≤ n−1 we have Cρ(ϕ

i
ρ(h)) = Cρ(h). Notice
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that we always have n ≥ 2, as 1∆ 6∈ K. We first show that we can find a configuration
with no monochromatic cycles. Indeed, suppose there is h ∈ ∆ in a monochromatic cycle.
Let h′ 6= h such that ϕρ(h

′) = ϕρ(h) and swap the colors of h′ and h. That is, modify the

color function Cρ to a function C̃ such that C̃(h′) = Cρ(h) and C̃(h) = Cρ(h
′) and is equal

to Cρ everywhere else. As n ≥ 2 it follows that h is no longer in a monochromatic cycle,
and no new monochromatic cycles were constructed.

Given ρ ∈ P and h ∈ ∆, let ρh be the configuration such that ρh = ρ if h is not
in a monochromatic cycle, and such that ρh is the configuration with the colors of the
incoming edges of ϕρ(h) swapped as described above if h is in a monochromatic cycle.
Clearly ρh ∈ P. Letting (hk)k∈N be an enumeration of ∆, ρ(0) = ρ and ρ(k) = (ρ(k−1))hk−1

for k ≥ 1, it follows that none of the elements h0, . . . , hk−1 are in monochromatic cycles in
ρ(k). Any accumulation point of the sequence (ρ(k))k∈N gives a configuration in P where
no h ∈ ∆ is in a monochromatic cycle.

Notice that the set P⊗ of all ρ ∈ P where no h ∈ ∆ is in a monochromatic cycle
is closed and nonempty. Therefore, in order to obtain a well-founded configuration, it
suffices to show that, for every h ∈ ∆, the set of ρ ∈ P⊗ for which there is n ≥ 1 such that
Cρ(ϕ

n
ρ(h)) 6= Cρ(h) is a dense open set. Indeed, as ∆ is countable, by the Baire category

theorem we would have that the intersection of these dense open sets would be a dense
Gδ set, therefore nonempty.

Fix h ∈ ∆ and denote by Uh the set of all ρ ∈ P⊗ such that there is n ≥ 1 such that
Cρ(ϕ

n
ρ(h)) 6= Cρ(h). It is clear that Uh is an open set in P⊗ (it is a union of cylinder sets).

Let us show that Uh is dense. Let ρ ∈ P⊗ and F b ∆. If ρ ∈ Uh we are done, otherwise,
we have that Cρ(ϕ

n
ρ(h)) = Cρ(h) for every n ≥ 1 and as there are no monochromatic cycles

in ρ, we conclude that the elements ϕnρ(h) are all distinct. Therefore there is n̄ ∈ N such
that for every s ∈ F , ϕρ(s) 6= ϕn̄ρ(h).

Let u ∈ ∆ such that ϕ(u) = ϕn̄(h) and u 6= ϕn̄−1(h). By the previous argument
we have u /∈ F . Let ρ∗ be the configuration where the colors of ϕn̄−1(h) and u are
swapped. As the forward path from ϕn̄(h) is monochromatic and infinite, it follows that
no monochromatic cycles occur in ρ∗, thus ρ∗ ∈ P⊗. Furthermore, Cρ∗(ϕ

n̄−1
ρ∗ (h)) 6= Cρ∗(h),

therefore ρ∗ ∈ Uh. Finally, as no modifications were introduced in F , we have that
ρ∗ ∈ [ρ|F ]. As ρ and F were arbitrary, this shows that Uh is dense in P⊗. �

Lemma 6.6. Let ∆ be a group and K b ∆ a symmetric set with K 63 1.

• If the paradoxical subshift P is constructed with moves K, then P is nonempty if
and only if there is a full and colored path cover of ∆ with moves K.
• If there is a path cover of ∆ with moves K, then there is a full and colored path

cover of ∆ with moves K2 \ {1∆}.

Proof. We begin with the first item. Suppose P is nonempty. By Lemma 6.5, we can
find a well-founded configuration ρ ∈ P. As discussed before, it is clear the path cover
of ∆ induced by ρ is full, colored and uses moves in K. Conversely, if ∆ has a full and
colored path cover with moves K, then it gives a (well-founded) configuration of P in an
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obvious way: for every h ∈ ∆ of color t we have Lt(h) = h−1ph(1), and for n ≥ 2 we
have Lt(ph(n− 1)) = ph(n− 1)−1ph(n). Notice that this also determines the value of Rt

uniquely.
For the second item, from a path cover with moves K we can construct a full and

colored path cover with the moves K2 \ {1∆} as follows: First, to ensure the path cover
is full, we make sure that every node h′ is an intermediate node of one of the paths ph for
some h ∈ ∆. To do this, whenever h′ is not already an intermediate node of any path,
pick h ∈ ∆ such that h′ ∈ hK and change the path ph into a path p̃h such that p̃h(1) = h′

and p̃h(n) = ph(n − 1) for n ≥ 2. Notice that as long as h−1p(1) ∈ K and the rest of
the moves of ph are in K2 \ {1∆}, then h−1p̃h(1) = h−1h′ ∈ K and the rest of the moves
of p̃h are in K2 \ {1∆}. Notice a fixed h ∈ ∆ can be chosen for at most |K| elements of
∆, therefore the path ph gets modified finitely many times. Therefore if we iterate this
process over all h′ ∈ ∆ which are not an intermediate node of any path, we end up with
a full path cover.

From a full path cover with moves in K2 \ {1} it is easy to obtain a coloring of ∆
which is consistent with the path cover through a compactness argument. �

Now we are ready to give the algebraic definition of the class of groups on which
our extension scheme applies.

Definition 6.7. A subgroup ∆ 6 Γ is called mediated if there exists a finite generating
set T of Γ such that for every t ∈ T the subgroup ∆ ∩ t∆t−1 is nonamenable.

This algebraic definition is justified in the following definition and proposition.

Definition 6.8. Let ∆ 6 Γ and t ∈ Γ. A t-medium (on ∆) is a path cover (ph)h∈∆

with moves K b ∆ such that t−1Kt ⊆ ∆.

Proposition 6.9. A subgroup ∆ 6 Γ is mediated if and only if there is a finite generating
set T for Γ such that for each t ∈ T , there exists a t-medium on ∆.

Proof. Let t ∈ Γ. We will show that there exists a t-medium on ∆ if and only if ∆∩t∆t−1

is nonamenable. The result follows directly from this claim.
Suppose that Σ = ∆ ∩ t∆t−1 is nonamenable, then it admits a path cover with

moves on some set K b Σ, which in turn induces a path cover of ∆ with the same moves.
Furthermore, as Σ = ∆ ∩ t∆t−1 we have K b ∆ and t−1Kt ⊆ t−1Σt ⊆ ∆, and thus we
have a t-medium on ∆.

Conversely, suppose there exists a t-medium on Γ with moves K b ∆. Let H = 〈K〉
be the subgroup of ∆ generated by K. As t−1Kt b ∆, we have that K b t∆t−1 and
thus H 6 ∆ ∩ t∆t−1. As the moves are in K, the restriction of the path cover on ∆
to H is still path cover and thus H is nonamenable, which implies that ∆ ∩ t∆t−1 is
nonamenable. �

Remark 6.10. The condition that ∆ ∩ t∆t−1 is non-amenable is of course equivalent to
the condition that there exists a non-amenable subgroup Σ 6 ∆ ∩ t∆t−1. In most of
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our applications ∆ ∩ t∆t−1 will not be so easy to understand, but the assumptions will
always provide a natural choice for a subgroup Σ for which we can check that Σ 6 ∆ and
t−1Σt 6 ∆.

Remark 6.11. Note that ∆∩ t∆t−1 is a subgroup of Γ, so applying Lemma 6.6 yields that
if ∆ admits a t-medium with a symmetric set of moves K \ {1∆}, then ∆ admits a full
and colored t-medium with moves K2 \ {1∆}.

The main idea behind the definition of t-media is the following: suppose (pg)g∈Γ

is a path cover of Γ with moves K, and t ∈ Γ, then we can define qg : N → Γ by
qg(n) = pgt−1(n)t for every g ∈ Γ, and call (qg)g∈Γ the t-conjugate path cover of
(pg)g∈Γ. This is indeed a path cover with moves in t−1Kt, since we have just shifted the
path cover by a right translation.

Furthermore, if (pg)g∈Γ is a path cover of Γ with moves in K b ∆, then (pg)g∈Γ

naturally specifies a path cover of ∆ on each coset of ∆: picking representatives Γ =⋃
g∈R gH, for each g ∈ R we obtain a path cover by qh(n) = g−1pgh(n). Note that the

choice of representatives only translates the path covers, and in particular does not affect
mediation.

Now we are ready to prove Theorem 1.3. That is, that if Γ is a finitely generated
and recursively presented group which contains a mediated self-simulable subgroup ∆,
then Γ is self-simulable.

Proof of Theorem 1.3. Let Γ y X be an effectively closed action and let ∆ 6 Γ be the
mediated self-simulable subgroup. Without loss of generality, suppose that X ⊆ {0, 1}N.
Let T b Γ be a (not necessarily symmetric) finite generating set, and let T = {t̄ : t ∈ T}
be a disjoint set (one can think of it as a set of formal inverses). As ∆ is mediated, we
can associate to each t ∈ T a symmetric set Kt b ∆∩ t∆t−1 such that 1Γ /∈ Kt and there
is a t-medium for ∆ with moves Kt. Let Kt̄ = t−1(Kt)t.

For each t ∈ T ∪ T , denote by Pt the paradoxical subshift on Γ constructed with
moves Mt = K2

t \ {1Γ} (using the alphabet (Mt)
3 × {G, B}). Let us define the Γ-subshift,

W =
∏

t∈T∪T

(Pt × {0, 1}Γ).

For every t ∈ T ∪ T , write the projection to the t-th layer as πt : W→ Pt × {0, 1}Γ. For
w ∈ W, if πt(w) = (ρ, z) ∈ Pt × {0, 1}Γ, let γg,t(n,w) denote the function γg(n, ρ) and
βg,t(n, ρ) = z(γg,t(n,w)).

Next, we shall define a Γ-subshift Y by imposing additional constraints on config-
urations w ∈W.

• Constraint 1: For each g ∈ Γ, there exists x ∈ X, such that for every t ∈ T we
have (βg,t(n,w))n∈N = x. We call x the simulated configuration at g.
• Constraint 2: For each g ∈ Γ, if the simulated configuration at g is x, then for

every t ∈ T we have that (βg,t̄(n,w))n∈N = tx.
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• Constraint 3: For all t ∈ T and g ∈ Γ, if πt(w)(g) = ((k1, k2, k3, c), b), then
πt(w)(gt) = ((t−1k1t, t

−1k2t, t
−1k3t, c), b).

We argue that Y is a sofic Γ-subshift. To see this, notice that the first two constraints can
be defined using a recursively enumerable list of forbidden pattern codings whose support
is contained in ∆ (because Mt ⊆ ∆ for all t ∈ T ∪ T ). In other words, the configurations
in W which satisfy the first two constraints consist on copies on each coset of ∆ of
configurations of an effectively closed subshift (by patterns) on ∆. As Γ is recursively
presented, so is ∆, and this effectively closed subshift is topologically conjugate to an
effectively closed action of ∆ by Proposition 2.18. As ∆ is self-simulable, it follows that
there is a subshift of finite type on ∆ which factors onto this subshift and thus can be
extended to a Γ-subshift of finite type which factors onto the set of configurations of W
which satisfy the first two constraints. The last constraint is a local rule, therefore we
conclude that Y is a sofic Γ-subshift.

Therefore, it suffices to show that Y factors onto Γ y X. Fix t ∈ T and let
φ : Y → X be the map defined by

φ(w)n = β1Γ,t(n,w) for every w ∈ Y.

The map φ is obviously continuous, and the codomain is X by the first constraint. We
need to show that φ is Γ-equivariant and surjective.

First we show that φ is Γ-equivariant. Since T is a generating set, so is T−1 and
thus it suffices to show that φ(t−1w) = t−1φ(w) for every t ∈ T and w ∈ Y.

Fix w ∈ Y and let x = φ(w) ∈ X. Let us denote for n ∈ N, p(n + 1) = γ1Γ,t(n,w)
and p(0) = 1Γ. Suppose that the color at πt(w)(1Γ) is blue (the other case is symmetric),
and denote by any symbol. Then we have

πt(w)(p(0)) = ((p(1), , , B), ),

and

πt(w)(p(n)) = ((p(n)−1p(n+ 1), , p(n)−1p(n− 1), G), xn−1) for every n ≥ 1.

By the third condition we have

πt̄(w)(p(0)t) = (((t−1p(1)t, , , B), ),

and

πt̄(w)(p(n)t) = ((t−1(p(n)−1p(n+ 1))t, , t−1(p(n)−1p(n− 1))t, G), xn−1).

A direct calculation shows then that γt,t̄(n,w) = p(n)t for every n ∈ N, and thus
(βt,t̄(n,w))n∈N = x. By the second constraint, we obtain that the configuration simu-
lated at t is t−1x. Therefore, φ(t−1w) = t−1x as required.

Finally, we show surjectivity. Let x ∈ X be arbitrary. For t ∈ T , pick a t-medium
for ∆ with moves Kt. By Remark 6.11, there is a full and colored t-medium with moves
Mt = K2

t \ {1}, and by Lemma 6.6 the subshift Pt is nonempty. Construct a full and
colored t-medium on Γ with moves Mt by using this path cover on every ∆-coset. Take
this as the Pt-component of w for each t ∈ T . For t̄ ∈ T , use the third constraint to
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obtain the contents of the Pt̄-component. This is valid because the moves on that layer
are in t−1Mtt = Mt̄. Postulating that the simulated configuration at g is g−1x specifies
all the {0, 1} symbols on all layers because the configuration is well-founded, From here
it is clear that none of the constraints defining Y are broken. �

Since by Proposition 3.7 a recursively presented self-simulable group is non-amenable,
we can always choose Σ = ∆ when ∆ is normal, giving the following handy version of
the previous result.

Corollary 6.12. Suppose Γ is finitely generated, recursively presented and has a normal
self-simulable subgroup ∆. Then Γ is self-simulable.

In other words, whenever we have a short exact sequence of the form

1→ N → Γ→ H → 1,

where N is self-simulable and Γ is finitely generated and recursively presented, then Γ
is also self-simulable. It also follows that if N is self-simulable then N × H is, for any
finitely generated and recursively presented group H.

Example 6.13. Take Γ = F4 the free group on 4 generators. This group is not self-
simulable due to it having infinitely many ends (Proposition 3.9). However, it has as a
quotient the self-simulable group F2×F2, therefore we have a short exact sequence of the
form

1→ N → F4 → F2 × F2 → 1.

Thus we conclude that admitting a self-simulable quotient does not imply that the group
is self-simulable. #

We do not have a counterexample for split extensions, and under some conditions
on the quotient and its action, extensions on the right are indeed self-simulable.

Corollary 6.14. Suppose ∆ is a recursively presented and self-simulable group, and
contains a direct product of two non-amenable groups. If Γ is finitely generated and
recursively presented and φ : ∆ → Aut(Γ) has amenable image, then Γ oφ ∆ is self-
simulable.

Proof. Observe that the fact that Γ oφ ∆ is finitely generated and recursively presented
follows from the assumptions. We show that the natural copy ∆ 6 Γ oφ ∆ is mediated.
Let ∆1 ×∆2 6 ∆ be a direct product of non-amenable groups, and consider the action
of ∆i on Γ. We have an exact sequence

1→ Ki → ∆i → φ(∆i)→ 1,

where Ki is the kernel of φ restricted to ∆i. By the amenability of φ(∆i) ⊆ Aut(Γ) and
non-amenability of ∆i we have that Ki is non-amenable. Then Σ = K1 ×K2 6 ∆ acts
trivially by conjugation on Γ, i.e. g(k1,k2) = g, in particular g−1Σg = Σ for all g ∈ Γ and
of course we have g−1Σg 6 ∆ for any g ∈ ∆, thus this non-amenable subgroup satisfies
the mediated condition. �
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In particular, if Aut(Γ) is amenable, then Γ o ∆ is self-simulable whenever ∆ is
self-simulable and contains a direct product of two non-amenable groups.

Remark 6.15. In the proof of Theorem 1.3 the condition that ∆ is self-simulable can
be weakened. What we essentially use is the weaker property that for any effectively
closed ∆-subshift X, the subshift XΓ/∆ = {x ∈ AΓ : for every g ∈ Γ, gx|∆ ∈ X}, where
an independent copy of X appears on each ∆-coset, is Γ-sofic. Note that if Γ is self-
simulable and recursively presented, subshifts of the form XΓ/∆ are always Γ-sofic for
any finitely-generated subgroup ∆ and ∆-effectively closed subshift X, so a subgroup
∆ can certainly have this property without being self-simulable (every finitely-generated
group is a subgroup of a self-simulable group). We do not have any examples where this
additional generality is needed.

7. Rigid classes of self-simulable groups

The goal of this section is to prove Theorems 1.4 and 1.5. Recall that two groups
Γ1 and Γ2 are called commensurable if there exist finite index subgroups H1 6 Γ1 and
H2 6 Γ2 which are isomorphic.

Lemma 7.1. Let Γ be a finitely generated self-simulable group and suppose N 6 Γ is a
finite index subgroup. Then N is self-simulable.

Proof. Let N y X be an effectively closed action. As N has finite index in Γ, we can
find a representative of the left cosets L = {`0 = 1Γ, `1, . . . , `k} of N in Γ. Every g ∈ Γ
can be written uniquely as a product g = `h with ` ∈ L and h ∈ N .

Consider the space X[L] of formal sums `0x0 + `1x1 + · · · + `kxk with xi ∈ X for
0 ≤ i ≤ k. Notice that if X ⊆ AN, then we can formally identify X[L] with a subset of
(AL)N, we shall use this space to obtain the classical action of Γ induced from a subgroup
of finite index. Indeed, we define Γ y X[L] through

g(`0x0 + `1x1 + · · ·+ `kxk) = `′0(n0x0) + `′1(n1x1) + · · ·+ `′k(nkxk).

Where for every 0 ≤ i ≤ k, `′i ∈ L and ni ∈ N is the unique pair of elements such that

`′ini = g`i. Notice that the map (`0, . . . , `k)
g7→ (`′0, . . . , `

′
k) is a permutation, and thus the

formal sum in the right is well defined. It is clear that Γ y X[L] is indeed an action. Let
us argue that it is effectively closed. Notice that if S is a set of generators for N , then
S ∪L is a finite generating set for Γ. For each s ∈ S ∪L, we can find pairs (`′i,s, wi,s)0≤i≤k
where `′i,s ∈ L and wi,s ∈ S∗ are such that s`i = `′i,swi,s and then use the Turing machine

which computes N y X to compute wi,sxi. As there are finitely many generators, the

pairs (`′i,s, wi,s)0≤i≤k can be hard-coded in a Turing machine and thus we conclude that
Γ y X[L] is effectively closed.

As Γ is self-simulable, there exists a Γ-subshift of finite type Z which factors onto
Γ y X[L]. Observe that the N -subaction of a Γ-subshift of finite type is topologically
conjugated to an N -subshift of finite type whenever N has finite index in Γ (this is
usually called the higher-block shift. The proof of this last claim can be found in [17,
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Proposition 7]). It follows that there is a N -subshift of finite type which factors onto the
N -subaction of Γ y X[L]. Composing this factor map with the projection of X[L] to
the `0-coordinate we obtain that N y X is a factor of this N -subshift of finite type, and
thus N is self-simulable. �

Lemma 7.2. Let Γ be a finitely generated group and suppose N E Γ is a finite index
normal subgroup which is self-simulable. Then Γ is self-simulable.

Notice that if Γ is recursively presented, this follows immediately from Corol-
lary 6.12 without the finite index assumption.

Proof. Let Γ y X be an effectively closed action. As N is a finitely generated subgroup
of Γ, it follows that the N -subaction N y X of Γ y X is also effectively closed. As N
is self-simulable, there exists an N -subshift of finite type Y which factors onto N y X
through a map φ : Y → X.

Let L 3 1Γ be a finite set of representatives of left cosets of N such that Γ = LN .
Let B be the alphabet of Y and consider the Γ-subshift Z consisting on the configurations
z ∈ (B ∪ {∅})Γ which satisfy the following two constraints:

(1) If z(g) ∈ B, then (z(gn))n∈N ∈ Y .
(2) For every g ∈ Γ, there is a unique `−1 ∈ L−1 such that z(g`−1) 6= ∅.

As Y is a subshift of finite type and L−1 is finite, it follows that Z is a subshift of finite
type. Moreover, for every y ∈ Y we can construct z ∈ Z with z|N = y by letting

z(g) =

{
y(g) if g ∈ N
∅ if g /∈ N.

By definition, there is a well-defined map ψ : Z → L such that z|ψ(z)N ∈ Y . We

define φ̃ : Z → X by

φ̃(z) = ψ(z)φ((ψ(z)−1z)|N) for every z ∈ Z.
Where the inner product is the shift map, and the outer product is the action Γ y X.

We claim φ̃ is a factor map. It is clearly continuous and surjective. To see that φ̃ is
Γ-equivariant, suppose first that n ∈ N . Then we have that ψ(nz) = ψ(z) and therefore
we obtain

φ̃(nz) = ψ(nz)φ((ψ(nz)−1nz)|N)

= ψ(z)φ((ψ(z)−1nψ(z)ψ(z)−1z)|N)

= ψ(z)(ψ(z)−1nψ(z))φ((ψ(z)−1z)|N)

= nφ̃(z).

Now let ` ∈ L and notice that there is n ∈ N such that ψ(`z) = `ψ(z)n. We can
therefore write

φ̃(`z) = ψ(`z)φ((ψ(`z)−1`z)|N)
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= `ψ(z)nφ((n−1ψ(z)−1`−1`z)|N)

= `ψ(z)φ((ψ(z)−1z)|N)

= `φ̃(z).

As L and N generate Γ, we conclude that φ̃ is Γ-equivariant and thus a factor map.
Hence Γ is self-simulable. �

An immediate consequence of Lemma 7.2 and Lemma 7.1 is that the property
of being self-simulable is an invariant of commensurability. That is, we have proven
Theorem 1.4.

Let us recall that a function f : X → Y between metric spaces (X, dX) and (Y, dY )
is a quasi-isometry if there exist real constants A ≥ 1 and B,C ≥ 0 such that

(1) f is a quasi-isometric embedding: for every x, y ∈ X
1

A
dX(x, y)−B ≤ dY (f(x), f(y)) ≤ AdX(x, y) +B.

(2) f(X) is relatively dense: for every z ∈ Y there is x ∈ X such that d(z, f(x)) ≤
C.

Let Γ be a finitely generated group generated by S b Γ. For g ∈ Γ, let |g|S be
the minimum length of a word w ∈ S∗ such that g = w. We have that dS(g, h) =
|g−1h|S is a metric on Γ1 called the word metric. Notice that if two finitely generated
groups are quasi-isometric with respect to the word metrics induced by a specific choice
of generating sets, then they are quasi-isometric with respect every choice of generating
sets. In what follows, when referring to quasi-isometries of finitely generated groups we
implicitly consider the group as a metric space with respect to some word metric.

The rest of the section is dedicated to the proof of Theorem 1.5, namely, that
for finitely presented groups the property of being self-simulable is stable under quasi-
isometries. By Proposition 3.7, we already know that Theorem 1.5 holds trivially for
amenable groups and thus in our proof we may assume that both groups involved are
non-amenable. This will greatly simplify our proof due to a result of Whyte [49, Theorem
4.1] which implies that every quasi-isometry between non-amenable finitely generated
groups is at bounded distance from a bilipschitz map.

For the remainder, fix two non-amenable finitely presented groups Γ1 and Γ2, an
effectively closed action Γ1 y X and a bilipschitz map f : Γ2 → Γ1 such that f(1Γ2) = 1Γ1 .
We will assume that Γ2 is self-simulable and prove the existence of a subshift of finite
type which factors onto Γ1 y X.

Lemma 7.3. There exist finite symmetric generating sets S b Γ1 and T, U b Γ2 such
that 1Γ1 ∈ S, 1Γ2 ∈ T ∩ U and

(1) Γ1 can be presented by S with relations of length at most 3.
(2) Γ2 can be presented by T with relations of length at most 3.
(3) f(hT ) ⊆ f(h)S for every h ∈ Γ2.
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(4) f(h)S ⊆ f(hU) for every h ∈ Γ2.

Proof. Let us fix symmetric generating sets S1 and S2 of Γ1 and Γ2 respectively. As f is
a bilipschitz map, it is a bijection and there is D ≥ 1 such that

1

D
dS2(h1, h2) ≤ dS1(f(h1), f(h2)) ≤ DdS2(h1, h2),

As Γ2 is finitely presented, there is a finite set of words W2 ⊆ S∗2 which presents Γ2.
Let K2 ≥ 1 be the largest length of a word in W2 and take T as the symmetric closure
of the set of all words on S∗2 of length at most K2. Take R2 as the set of all words on T
such that

• if w ∈ W2, then w ∈ R2.
• for every s ∈ S2 and t1, t2 ∈ T such that t1s = t2 then t1st

−1
2 ∈ R2.

It is clear that R2 presents Γ2 with the generating set T and thus we have (2).
Now let h ∈ Γ2 and t ∈ T . notice that dS2(h, ht) = |t|S2 and thus dS1(f(h), f(ht)) ≤

D|t|S2 . This means that we have f(ht) ∈ f(h)S
bDK2c
1 for every t ∈ T and thus f(hT ) ⊆

f(h)S
bDK2c
1 .
As Γ1 is finitely presented, there is a finite set of words W1 ⊆ S∗1 which presents Γ1.

Let K1 ≥ 1 be the largest length of a word in W1 ∪ SbDK2c
1 . Letting S be the symmetric

closure of the set of all words on S1 of length at most K1 we conclude, in the same way
as with T and Γ2, that Γ1 is presented by words of length at most 3 in S. By the choice

of K1, it also follows that for every h ∈ Γ2, f(hT ) ⊆ f(h)S
bDK2c
1 ⊆ f(h)S and so (1) and

(3) hold.
Finally, let s ∈ S and h ∈ Γ2 such that f(h)s = f(hu) for some u ∈ Γ2. It follows

that dS1(f(h), f(hu)) = |s|S1 ≤ K1. Then we have that

dS2(h, hu) ≤ DK1

Therefore |u|S2 ≤ DK1 Letting U be the symmetric closure of the union of T with all the
words of length at most DK1 we obtain (4). �

Let S, T, U be sets satisfying the conditions of Lemma 7.3 and let Y ⊆ (ST )Γ2 be
the set of configurations y which satisfy the following cocycle-like conditions:

(1) For every h ∈ Γ2 and t ∈ T we have

y(h)(1Γ2) = 1Γ1 and y(h)(t−1) = (y(ht−1)(t))−1.

(2) For every h ∈ Γ2 and t1, t2, t3 ∈ T such that t3t2t1 = 1Γ2 we have

if
[
y(ht−1

1 t−1
2 )(t−1

3 ) = s3 and y(ht−1
1 )(t−1

2 ) = s2 and y(h)(t−1
1 ) = s1

]
,

then s1s2s3 = 1Γ1 .

From the definition above, it follows that Y equipped with the left shift action
Γ2 y Y is a Γ2-subshift of finite type. It is nonempty as a valid configuration may be
defined by letting y(h)(t) = f(h)−1f(ht) for every h ∈ Γ2 and t ∈ T .
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Consider the map γ : T × Y ×X → Y ×X given by

γ(t, (y, x)) = (ty, (y(1Γ2)(t−1))−1x) for every t ∈ T and (y, x) ∈ Y ×X.

The term ty in the expression above is given by the left shift action, and the second term
is given by the action Γ1 y X.

Lemma 7.4. The map γ induces a left action Γ2
γ
y Y ×X which is topologically conjugate

to an effectively closed left action of Γ2.

Proof. Let us first argue that γ induces an action of Γ2. As T is a set of generators of Γ2, it
suffices to show that every relation in a presentation by T (as an abstract monoid) yields
the trivial map. As Γ2 can be presented by relators of length at most 3, the conditions
on configurations of Y ensure that this condition holds, therefore γ induces a left action
of Γ2 on Y ×X.

The left shift action Γ2 y Y is a subshift of finite type and thus an effectively
closed subshift (by patterns). As Γ2 is finitely presented, by Proposition 2.18, Γ2 y Y is

topologically conjugated to an effectively closed action Γ2 y Ỹ ⊆ (ST )N through a map

φ : Ỹ → Y . Let us note that, by the construction given in the proof of Proposition 2.18,
the map φ can be chosen (by letting ρ(0) be the empty word in T ∗) such that ỹ0 =

φ(ỹ)(1Γ2) for any ỹ ∈ Ỹ . It follows that the action Γ2
γ
y Y ×X is topologically conjugated

to the action Γ2
γ
y Ỹ ×X given by

t(ỹ, x) = (tỹ, ỹ0(t−1)−1x) for every t ∈ Γ2 and (ỹ, x) ∈ Ỹ ×X.

Finally, this action is effectively closed because both Γ2 y Ỹ and Γ1 y X are
effectively closed and ỹ0(t−1)−1 can be effectively computed from ỹ and t. �

Let us now suppose that Γ2 is self-simulable. Then there exists a finite alphabet A,
a Γ2-subshift of finite type Z ⊆ AΓ2 and a topological factor map φ2 : Z → Y ×X such

that Γ2
γ
y Y ×X is the factor of the left shift action Γ2 y Z under φ2.

Without loss of generality (by recoding Z) we may assume that Z is described by
a nearest neighbor set of forbidden patterns. In particular, there is L ⊆ AT such that
z ∈ Z if and only if (hz)|T ∈ L for every h ∈ Γ2.

Furthermore, as φ2 is continuous, if φ2(z) = (y, x) then the symbol y(1Γ2) depends
only on finitely many coordinates of Z. We may further recode Z so that this information
is contained in the coordinate z(1Γ2), that is, such that there is a function Ψ: A → ST

with the property that if φ2(z) = (y, x) then y(h) = Ψ(z(h)) for every h ∈ Γ2. Note that
Ψ extends to a 1-block factor map ψ : Z → Y .

In what follows, we shall describe a Γ1-subshift of finite type W which encodes
configurations of Z on Γ1 using configurations that encode the space of bilipschitz maps
which resemble f . Our description is essentially based on a construction of Cohen [20]
which describes a process to encode the structure of a finitely presented group into another
quasi-isometric group through a subshift of finite type.
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7.1. Construction of W . Consider the alphabet A which defines Z and recall there is
a map Ψ: A → ST . The subshift of finite type W is the set of configurations w ∈ AΓ1

which satisfy the following constraints.
Constraint 1: For every g ∈ Γ1 and t, t1, t2, t3 ∈ T such that t3t2t1 = 1Γ2 , we

have

(1) Ψ(w(g))(1Γ2) = 1Γ1 .
(2) Ψ(w(g))(t)Ψ(gΨ(w(g))(t))(t−1) = 1Γ1 .
(3) Ψ(w(g)(t3))Ψ(gΨ(w(g)(t3)))(t2)Ψ(gΨ(gΨ(w(g)(t3)))(t2))(t1) = 1Γ.

While from this definition it is clear that this condition can be implemented using
finitely many forbidden patterns, its meaning is not immediately clear and it is quite
painful to parse. Given w ∈ AΓ1 , we may define a map ∗w : Γ1 × T → Γ1 given by
g ∗w t = gΨ(w(g))(t). In terms of this action the three conditions above translate in
following more intuitive presentation.

(1) ∗w1Γ2 = idΓ1 .
(2) ∗wt ◦ ∗wt−1 = idΓ1 .
(3) ∗wt3 ◦ ∗wt2 ◦ ∗wt1 = idΓ1 .

Therefore this first constraint encodes the fact that this map extends to a well-

defined right action Γ1
∗wx Γ2 for every w ∈ W . For h ∈ Γ2, we will write ∗wh to denote

this action.
Constraint 2: For every g ∈ Γ1 and every s ∈ S there exists u ∈ U such that

g ∗w u = gs.

This constraint encodes the fact that the actions Γ1
∗wx Γ2 are transitive. Indeed,

for g0, g ∈ Γ1 there are s1 . . . sn ∈ S∗ such that g = g0s1 . . . sn. Let gi = g0s1 . . . si. By
constraint 4, there is ui ∈ U such that gi−1 ∗w ui = gi−1si = gi Letting h = u0 . . . un−1 we
obtain that g0 ∗w h = gn = g.

Given g ∈ Γ1 we can extract from w a configuration χ(w, g) ∈ AΓ2 given by
χ(w, g)(h) = w(g ∗w h). This configuration satisfies the following two useful equations.
For every g, g′ ∈ Γ1 and h ∈ Γ2, we have

h−1χ(w, g) = χ(w, g ∗w h) and χ(gw, g′) = χ(w, g−1g′).

Recall that there is a finite set of patterns L ⊆ AT such that z ∈ Z if and only if
for every h ∈ Γ2, (gz)|T ∈ L.

Constraint 3: For every g ∈ Γ1, we have that χ(w, g)|T ∈ L.
This constraint encodes the fact that χ(w, g) ∈ Z. Indeed, for every h ∈ Γ2 we

have h−1χ(w, g)|T = χ(w, g ∗w h)|T ∈ L and thus χ(w, g) ∈ Z.
From the considerations above, it is clear that W is a Γ1-subshift of finite type.

7.2. Construction of the factor map. Let us recall we have a factor map φ2 : Z → Y ×
X. Let ζ denote the projection of φ2 onto the second coordinate, that is, if φ2(z) = (y, x)
then ζ(z) = x.
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Recall we have constructed a Γ1-subshift of finite type W whose configurations
satisfy constraints (1)-(3). We define φ1 : W → X by

φ1(w) = ζ(χ(w, 1Γ1)).

We claim that φ1 is a topological factor map. This will be proven in the following
three claims.

Claim 7.5. The map φ1 is continuous.

Proof. If h ∈ Γ2, then χ(w, 1Γ1)(h) = w(1Γ1 ∗w h) and thus it depends upon the values
of w on the set S|h|T . We conclude that φ1 is continuous. Furthermore, φ2 is continuous,
we have that ζ is continuous and thus φ1 is continuous. �

Claim 7.6. The map φ1 is Γ1-equivariant.

Proof. As Γ1 is generated by S, it suffices to show that for every s ∈ S and w ∈ W , we
have sφ1(w) = φ1(sw).

By condition 2, that there is u ∈ U such that 1Γ1 ∗w u = s−1. From here, we obtain
that

χ(sw, 1Γ1) = χ(w, s−1) = χ(w, 1Γ1 ∗w u) = u−1χ(w, 1Γ).

Using that φ2 is Γ2-equivariant, we get

φ2(χ(sw, 1Γ)) = u−1φ2(χ(w, 1Γ1)).

Let us introduce a bit of notation. Let t1 . . . tn ∈ T ∗ such that u = t1 . . . tn. Let
`0 = 1Γ1 , `n = s−1 and for 1 ≤ j < n define `j as the element such that `0 ∗w t1 . . . tj = `j.

Let us write (y, x) = φ2(χ(w, 1Γ1)). By the previous equation we have that φ2(χ(sw, 1Γ1)) =
u−1(y, x). By definition of the action Γ2 y Y ×X, we have that

u−1(y, x) = (u−1y, (y(t1t2 . . . tn−1)(tn))−1 . . . (y(t1)(t2))−1 (y(1Γ1)(t1))−1x).

Recall that Ψ: A → ST extends to a 1-block factor map ψ : Z → Y and thus
y = ψ(χ(w, 1Γ1)). Therefore we obtain that for every h ∈ Γ2 we have

y(h) = h−1y(1Γ2) = ψ(h−1χ(w, 1Γ1))(1Γ2) = Ψ(χ(w, 1Γ1 ∗w h)(1Γ2)).

In particular, for every 1 ≤ j ≤ n, then

y(t1t2 . . . tj−1)(tj) = Ψ(χ(w, (1Γ1 ∗w t1t2 . . . tj−1)(1Γ2))(tj)

= Ψ(χ(w, `j−1)(1Γ2))(tj)

= `−1
j−1`j.

From this equation, we obtain that

u−1(y, x) = (u−1y, (`−1
n−1`n)−1(`−1

n−2`n−1)−1 . . . (`−1
0 `1)−1x)

= (u−1y, `−1
n `0x)

= (u−1y, sx).
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Therefore

φ1(sw) = ζ(u−1χ(w, 1Γ1)) = sζ(χ(w, 1Γ1)) = sφ1(w).

From where we deduce that φ1 is indeed Γ1-equivariant. �

Notice that up to this point, we have not used f in any meaningful way other
that to determine the constant D. As far as the definition goes, the actions induced by
elements of w might not be free. The next claim proving surjectivity of φ1 relies strongly
on the existence of this particular bilipschitz map f .

Claim 7.7. The map φ1 is surjective.

Proof. Let x ∈ X be arbitrary. Let us first define y ∈ ST by

y(h)(t) = f(h)−1f(ht).

By Lemma 7.3 part (3) we have that y ∈ ST . It is clear by definition that y(h)(1Γ2) = 1Γ1 .
Furthermore, for every t we have

(y(ht−1)(t))−1 = (f(ht−1)−1f(ht−1t))−1 = f(h)−1f(ht−1) = y(h)(t−1).

Finally, for t1, t2, t3 ∈ T such that t3t2t1 = 1Γ2 we have

y(h)(t−1
1 ) = f(h)−1f(ht−1

1 )

s1

,

y(ht−1
1 )(t−1

2 ) = f(ht−1
1 )−1f(ht−1

1 t−1
2 )

s2

y(ht−1
1 t−1

2 )(t−1
3 ) = f(ht−1

1 t−1
2 )−1f(ht−1

1 t−1
2 t−1

3 )

s3

.

As t−1
1 t−1

2 t−1
3 = 1Γ2 we verify that

s1s2s3 = f(h)−1f(ht−1
1 t−1

2 t−1
3 ) = f(h)−1f(h) = 1Γ1 .

Therefore we conclude that y ∈ Y , and thus (y, x) ∈ Y × X. Let z ∈ Z such that
φ2(z) = (y, x), it suffices to construct w ∈ W such that χ(w, 1Γ1) = z, as then we would
have φ1(w) = ζ(χ(w, 1Γ1)) = ζ(z) = x.

Let w ∈ AΓ1 be given by w(g) = z(f−1(g)) for every g ∈ Γ1. Notice that for every
t ∈ T and g ∈ Γ1, we have

g ∗w t = gΨ(w(g))(t)

= gΨ(z(f−1(g)))(t)

= g(f(f−1(g))−1f(f−1(g)t)

= f(f−1(g)t).

As T is a generating set, we deduce that for any h ∈ Γ2 then g ∗w h = f(f−1(g)h).
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From this we deduce that constraint 1 holds on w. Indeed, let g ∈ Γ1 be arbitrary.
For the first condition we have

g ∗w 1Γ1 = f(f−1(g)1Γ1) = g.

For the second condition, let t ∈ T . We have

g ∗w t ∗w t−1 = f(f−1(g)t) ∗w t−1

= f(f−1(g)tt−1) = g.

For the third condition, let t1, t2, t3 ∈ T such that t3t2t1 = 1Γ2 we have

g ∗w t3 ∗w t2 ∗w t1 = f(f−1(g)t3) ∗w t2 ∗w t1
= f(f−1(g)t3t2) ∗w t1
= f(f−1(g)t3t2t1) = g.

By Lemma 7.3 part (4), we get that for every h ∈ Γ2 we have f(h)S ⊆ f(hU)
therefore for every s ∈ S and g ∈ Γ1 we obtain that gs can be written as f(f−1(g)u) =
g ∗w u for some u ∈ U and thus constraint 2 holds.

Finally, recall that we have asked that f(1Γ2) = 1Γ1 . By construction we have that
for every h ∈ Γ2,

χ(w, 1Γ1)(h) = w(1Γ ∗ h) = w(f(f−1(1Γ1)h)) = w(f(h)) = z(h).

We conclude that z = χ(w, 1Γ1), and in particular that constraint 3 holds and thus
w ∈ W . This shows that φ1 is surjective. �

We have shown that W is a Γ1-subshift of finite type and in Claims 7.5, 7.6 and 7.7
that φ1 : W → X is a topological factor map. As Γ1 y X was an arbitrary effectively
closed action, we obtain that Γ1 is self-simulable. This completes the proof of Theo-
rem 1.5.

8. Examples and applications

In this section we provide several handy versions of the theorems in the last sections
which enables us to show that several well known non-amenable groups in the literature
are self-simulable.

8.1. Branch groups. An immediate consequence of Theorem 1.4 is that whenever a
group is commensurable to a product of two finitely generated non-amenable groups,
then it must be self-simulable. An interesting class of groups for which a slighter weaker
property holds is the class of branch groups. An extensive survey about these groups can
be found in [11].

We will not provide the definition of these groups here and just refer the reader
to [11, Definition 1.1]. The sole property of these groups we will use, and which can be
deduced directly from the definition, is that any branch group Γ admits a finite index
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subgroup H which is isomorphic to the direct product of at least two isomorphic copies
of some group L.

Corollary 8.1. Let Γ be a finitely generated branch group. If Γ is non-amenable then Γ
is self-simulable. The converse holds whenever Γ is recursively presented.

Proof. Suppose Γ is non-amenable, then the finite index subgroup H is non-amenable
(and finitely generated). From here it follows that L must be non-amenable and finitely
generated, and thus H is isomorphic to the direct product of at least two finitely generated
non-amenable groups. By Theorem 1.2 it follows that H is self-simulable. As Γ is
commensurable with H we obtain that Γ is self-simulable by Theorem 1.4.

The converse is a direct consequence of Proposition 3.7. �

8.2. Burger-Mozes groups. A construction of Burger and Mozes [15] provides a class
of finitely presented simple groups which act geometrically on the direct product of two
infinite simplicial trees with constant bounded degree ≥ 3. By the Švarc-Milnor lemma,
these groups are quasi-isometric to the direct product F2×F2, which is self-simulable by
Theorem 1.2. Putting this fact together with Theorem 1.5 yields the following corollary.

Corollary 8.2. The groups of Burger and Mozes are self-simulable. In particular, there
exist finitely presented non-amenable simple groups which are self-simulable.

A reader interested in the groups by Burger and Mozes, will find plenty of infor-
mation in the following chapter of Bartholdi [10].

8.3. Thompson’s groups. Next, we provide a handy tool for showing that a group is
self-simulable, by simply producing a sufficiently rich faithful action on a zero-dimensional
space.

Lemma 8.3. Let Γ be a finitely generated and recursively presented group that acts faith-
fully on a zero-dimensional space X by homeomorphisms, such that for each nonempty
open set U ⊆ X, the subgroup of elements of Γ which act trivially on X \ U is non-
amenable. Then Γ is self-simulable.

Proof. For an open set U ⊆ X, write ΓU for the subgroup of elements which act trivially
on X \U . As X is zero-dimensional, we can find two nonempty disjoint clopen sets A,B
such that X = A ∪ B. As Γ y X is faithful, it follows that ΓA ∩ ΓB = {1Γ} and thus
they commute and form a direct product inside Γ, As both ΓA and ΓB are non-amenable,
they contain finitely generated non-amenable groups ∆A and ∆B, and we thus have that
the finitely generated group ∆A × ∆B embeds into Γ. Let T be a finite generating set
for Γ and for each t ∈ T pick some arbitrary point xt ∈ A. We have txt ∈ Ct where
Ct ∈ {A,B}. As Γ acts by homeomorphisms, there’s a clopen set Ut which contains xt
such that Ut ⊆ A and tUt ⊆ Ct.

By our hypothesis, ΓtUt is non-amenable and thus we can pick a finitely generated
non-amenable group Σt inside ΓtUt . Thus we have that Σt 6 ΓtUt 6 ΓCt and t−1(Σt)t 6
ΓUt 6 ΓA. Let ∆̃A be the group generated by ∆A, the groups Σt for t ∈ T and the groups
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t−1(Σt)t for those t such that Ct = A. Let ∆̃B be the group generated by ∆B and the
groups t−1(Σt)t for those t such that Ct = B.

By definition, the groups ∆̃A and ∆̃B are finitely generated. As they contain
respectively ∆A and ∆B, they are non-amenable and hence by Theorem 1.2, the group

∆̃A × ∆̃B is self-simulable. Furthermore, we have that ∆̃A × ∆̃B 6 ΓA × ΓB 6 Γ. As

∆̃A × ∆̃B contains both Σt and t−1(Σt)t for every t ∈ T , we conclude that it is mediated
and thus Γ is self-simulable by Theorem 1.3. �

The Thompson’s groups are three finitely presented groups, commonly denoted
by F , T and V , which were introduced by R. Thompson as potential counterexamples
for the now disproved Von Neumann-Day conjecture. The group V was, to the best of
our knowledge, the first example of an infinite and finitely presented simple group. The
canonical reference for these groups are the notes [16].

The group V can be described as a subgroup of homeomorphisms of the Cantor
space C = {0, 1}N. An element φ of V can be described by fixing two finite partitions
C = [w1]∪ [w2]∪· · ·∪ [wn] and C = [u1]∪ [uw]∪· · ·∪ [un], where wi, ui ∈ {0, 1}∗ for every
i ∈ {1, . . . , n}. Then φ is the homeomorphism on C which replaces the prefixes wi by ui,
that is, φ(wiz) = uiz for every z ∈ {0, 1}N. This is usually described in terms of “tree
pairs” made of carets and a finite permutation, see for instance [21]. It is well-known
that V is non-amenable, a short proof being that the natural action of V on {0, 1}N does
not admit any Borel V -invariant probability measure, as every cylinder would necessarily
have the same measure (and thus if V were amenable it would contradict the Krylov-
Bogolyubov theorem, see for instance [31, Theorem 4.4]).

Brin-Thomson’s group nV was constructed in [14] as a higher dimensional analogue
of Thompson’s V group which consists of homeomorphisms on Cn where C = {0, 1}N is
the Cantor set. We will not provide a precise definition of nV , but only use the following
two simple facts: (1) nV is a finitely generated and recursively presented group (in fact,
it is finitely presented and has a decidable word problem), (2) nV is non-amenable, and
(3) if we fix any cylinder set D = [w1] × [w2] × · · · [wn] for non-trivial wi ∈ {0, 1}∗ then
the subgroup of nV which acts trivially on Cn \D is isomorphic to nV .

Corollary 8.4. Thompson’s V , and more generally the higher Brin-Thompson groups
nV for n ≥ 1, are self-simulable.

Proof. Consider the natural faithful action of nV y Cn by homeomorphisms, where
C = {0, 1}N is the Cantor set. By property (3) above, for every nonempty open set U
the restriction of nV to elements which act trivially on Cn \ U contains a copy of nV ,
thus is non-amenable by property (2). Since nV is recursively presented by property (1),
Lemma 8.3 applies. �

The natural action V y {0, 1}N is expansive and effectively closed. Therefore the
previous result has the consequence that the natural action of V on {0, 1}N is topologically
conjugate to a sofic subshift.
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The groups F and T are more commonly described as subgroups of homeomor-
phisms of [0, 1] and R/Z respectively. More precisely, F (resp. T ) is the group of home-
omorphisms of [0, 1] (resp. R/Z) which consists of piecewise linear maps whose slopes
are powers of 2 and the endpoints of each linear part are dyadic. Of course, these
two groups can equivalently be described as homeomorphisms of C = {0, 1}N. In the
case of F , it is the subgroup of V where the homeomorphisms are defined by partitions
C = [w1]∪[w2]∪· · ·∪[wn] and C = [u1]∪[uw]∪· · ·∪[un] where the sequences (wi)1≤i≤n and
(ui)1≤i≤n are both given in lexicographical order. T is defined similarly but the sequence
(ui)1≤i≤n is allowed to be in lexicographical order up to a cyclic permutation.

It is well known that T is non-amenable (the same proof of non-existence of a Borel
V -invariant measure works for T ), but the status of the amenability of F is a famous
open problem. In what follows, we shall establish a link between the amenability of F
and self-simulability of F and T .

Corollary 8.5. Thompson’s F is self-simulable if and only if F is non-amenable. If F
is non-amenable then Thompson’s T is self-simulable.

Proof. Suppose that F is amenable, as F is finitely presented it follows by Proposition 3.7
that there exists an effectively closed action of F which is not the factor of any subshift.
Thus F is not self-simulable.

Conversely, suppose F is non-amenable, let Γ denote either F or T and consider the
natural faithful action of Γ on {0, 1}N by homeomorphisms. For every non-trivial word
w ∈ {0, 1}∗ the subgroup of Γ which fixes {0, 1}N \ [w] is isomorphic to F (this subgroup
consists of the elements of Γ which act as the identity on any element of [0, 1] (resp. R/Z)
whose binary expansion does not begin with w). By Lemma 8.3, we conclude that Γ is
self-simulable. �

8.4. General linear groups. We will now show that the general linear groups GLn(Z)
are self-simulable in high enough dimension. Let us first introduce some helpful notation.

Let Γ be a finitely generated group which acts faithfully on a Cartesian product
A1 × A2 × · · · × An. For I ⊆ {1, 2, . . . , n}, denote by ΓI the subgroup of all elements
g ∈ Γ such that for some bijection h :

∏
i∈I Ai →

∏
i∈I Ai, we have g(a1, a2, . . . , an) =

(b1, b2, . . . , bn) where bj = aj if j /∈ I, and bj = h((ai)i∈I)j otherwise.

Lemma 8.6. Let Γ be a finitely generated and recursively presented group which acts
faithfully on a Cartesian product A1 × A2 × · · · × An. Suppose n ≥ 5 and Γ is generated
by the subgroups ΓI for I ⊆ {1, 2, ..., n} with |I| = 2, which are all non-amenable and
finitely-generated. Then Γ is self-simulable.

Proof. Split N = {1, 2, . . . , n} into two disjoint sets J , J ′ both with cardinality at least
two. As the action is faithful, we have ΓJ ∩ ΓJ ′ = {1Γ} and that ΓJ commutes with ΓJ ′ .
Therefore the subgroup ∆ 6 Γ generated by both ΓJ and ΓJ ′ is isomorphic to ΓJ × ΓJ ′ ,
which is a product of two finitely generated non-amenable groups and thus self-simulable
by Theorem 1.2. In what follows we shall show that ∆ is mediated.
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By hypothesis, we can take the union of a generating set for each ΓI with |I| = 2
to get a generating set for Γ. Fix I ⊆ N . Then either (1) I ⊆ J , (2) I ⊆ J ′ or (3) I
intersects both J and J ′. In cases (1) and (2) we clearly have that ΓI 6 ΓJ and ΓI 6 ΓJ ′
respectively. In case (3), as n ≥ 5, we can find I ′ = {j, j′} with j 6= j′ such that I ′∩I = ∅
and I ′ ⊆ J or I ′ ⊆ J ′. We conclude that ΓI′ 6 ΓJ × ΓJ ′ commutes with ΓI and thus can
be taken as the group Σ in Remark 6.10. �

Corollary 8.7. The general linear group GLn(Z) and the special linear group SLn(Z) are
self-simulable for n ≥ 5.

Proof. Let Γ = SLn(Z) for n ≥ 5 and take Ai = Z for every 1 ≤ i ≤ 5. Then clearly
for every I ⊆ {1, . . . , n} with |I| = 2 we have that ΓI is isomorphic to SL2(Z), which is
finitely generated and non-amenable. It is well known that for any Euclidean domain R,
SLn(R) is generated by the transvection matrices which add a multiple of a row (resp./
column) to another row (resp./ column), and therefore SLn(Z) is indeed generated by the
ΓI for |I| = 2. We conclude by Lemma 8.6 that SLn(Z) is self-simulable. As SLn(Z) is a
normal subgroup of GLn(Z), we get that GLn(Z) is self-simulable by Corollary 6.12. �

In Lemma 8.6 there is nothing special about using subgroup generators with |I| = 2,
and indeed, we will now present a generalized method which extends this lemma and will
allows us to prove that several new groups are also self-simulable.

8.5. Groups generated by subgroups. In this section, we shall present an abstract
generalization of Lemma 8.6 that will enable us to cover (outer) automorphism groups of
free groups (with enough generators), braid groups (with enough braids), and some classes
of right-angled Artin groups. We also give an alternative proof for the Brin-Thompson’s
group 2V using this method.

Let S a set with two relations defined on it: an orthogonality relation ⊥ ⊆ S2

which is symmetric, and a containment relation ≤ ⊆ S2 which is the order of a join-
semilattice operation ∨. Also require that whenever a ≤ b and b⊥c then a⊥c.
Definition 8.8. Let S be as above. We say A ⊆ S is orthogonal if for every pair of
distinct a, b ∈ A we have a⊥b.

For A,B,N ⊆ S, we say that the set B is weakly N -suborthogonal to A if for
every b ∈ B there is c ∈ N and a ∈ A such that b⊥c and c ≤ a.

In the definition above, we should think of the set S as generalizing the power set of
the interval {1, . . . , n} in Lemma 8.6. More precisely, let us say that a finitely-generated
group Γ is compatible with (S,⊥,≤) if for each s ∈ S we have a subgroup Γs 6 Γ,
and the collection (Γs)s∈S respects the operations in the sense that whenever s⊥t, then
both Γs ∩ Γt = {1Γ} and [Γs,Γt] = 1, and whenever s ≤ t then Γs 6 Γt. Say B ⊆ S is
generating if Γ is generated by the subgroups (Γb)b∈B.

Lemma 8.9. Let (S,⊥,≤) be as above and Γ be a finitely generated, recursively presented
group which is compatible with (S,⊥,≤). Let (Γs)s∈S be as above, and let N , A,B ⊆ S
such that
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(1) Γs is finitely generated and non-amenable for every s ∈ N ,
(2) A ⊆ N is finite, orthogonal and |A| ≥ 2,
(3) B is generating and weakly N -suborthogonal to A.

Then Γ is self-simulable.

Proof. The group ∆ = 〈
⋃
a∈A Γa〉 generated by the subgroups Γa is isomorphic to the

direct product
∏

a∈A Γa. As A is finite and |A| ≥ 2, then ∆ is self-simulable by Theo-
rem 1.2. We shall show that it is mediated. Observe that because Γ is finitely-generated
and B is generating, we can find a finite generating set T for Γ with T ⊆

⋃
b∈B Γb. If

t ∈ T ∩ Γb with b ∈ B, by weak N -suborthogonality there is Σ = Γc with c ∈ N , such
that c⊥b ([Γc,Γb] = 1) and c ≤ a (Γc 6 Γa) for some a ∈ A. Now, as c ∈ N implies
Σ is non-amenable, the condition c⊥b implies that t−1Σt = Σ (even t−1gt = g for all
g ∈ Σ), and c ≤ a implies Σ 6 Γa 6 ∆. This proves that ∆ is mediated and thus Γ is
self-simulable. �

Notice that we can always take |A| = 2 by taking the join of all but one element of
A, and this approach will be taken in most examples.

Corollary 8.10. For all n ≥ 5, the groups Aut(Fn) and Out(Fn) are self-simulable.

Proof. Consider a finite set N = {1, 2, . . . , n} that freely generates a free group FN , and
let Γ be its automorphism group or outer automorphism group (these cases are almost
identical). Let S be the power set P(N) of N and define ⊥ as disjointness and ≤ as
containment. To I ⊆ N associate the group ΓI which, in the case of Aut(FN), is the
natural copy of Aut(FI) that fixes generators outside of I (in the case of Out(FN) it is
the quotient of Aut(FI) inside Γ). From this definition it is clear that whenever I⊥I ′
then ΓI ∩ ΓI′ = {1FN

} and [ΓI ,ΓI′ ] = 1.
Let N = {I ⊆ N : |I| ≥ 2} and fix I ∈ N . The group ΓI is non-amenable

in both cases. Observe that Out(F2) is isomorphic to GL2(Z) which is non-amenable,
and thus Aut(F2) is non-amenable as it admits a non-amenable quotient. Furthermore,
the groups ΓI are finitely generated because for every k ∈ N, the group Aut(Fk) is
generated by Nielsen transformations [37], and thus a fortiori the quotient Out(Fk) is
generated by them as well. For the same reason, the set B = {I ⊆ N : |I| = 2} is
generating (notice that the permutations of generators in the Nielsen transformations
are generated by transpositions). Let A = {{1, 2}, {3, . . . , n}}. It is clear that A is
orthogonal, therefore to satisfy the conditions of Lemma 8.9 it suffices to check that B
is weakly N -suborthogonal to A. The argument for this is the same as in the proof of
Lemma 8.6, namely, either b ∈ B is contained in {1, 2} or {3, . . . , n} in which case we
take c = a as the set which does not intersect b, or b intersects both of those sets in
which case we take a = {3, . . . , n} and c = {3, . . . , n} \ b, and note that |c| ≥ 2 and thus
c ∈ N . �

Braid groups are a class of finitely presented groups whose elements can be repre-
sented visually as a set of intertwining strands. We will not give a proper definition of
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these groups here, readers interested in them can find a survey on braid groups in [34]
or [30]. We will only use the following facts about braid groups. The braid groups are
all nested in the sense that for m ≤ n the group Bm occurs as the subgroup of Bn where
exactly m fixed contiguous strands can be intertwined, (2) The braid group Bn is gener-
ated by the braids which pass the i + 1-th braid over the i-th braid for i = 1, . . . , n− 1,
and (3) Bn is non-amenable for n ≥ 3. These facts are all elementary and can found in
the previous two references.

Corollary 8.11. Braid groups Bn are self-simulable for n ≥ 7.

Proof. Consider a finite set N = {1, 2, . . . , n}, let S be the set of discrete sub-intervals of
N , and to each I ∈ S associate the braid group BI on these strands. We have the natural
inclusion I ≤ J =⇒ BI ≤ BJ . Take N = {I ∈ S : |I| ≥ 3}. By (1) and (3) it follows
that every BI is a non-amenable and finitely generated group. The set B = {I : |I| = 2}
is generating by (2), and the partition A = {{1, 2, 3}, {4, . . . , n}} satisfies the assumptions
of Lemma 8.9, the proof being analogous as those of Corollaries 8.6 and 8.10. �

Remark 8.12. With this technique is also possible to obtain again that Brin-Thompson
2V is self-simulable. Indeed, consider the natural faithful action of Brin-Thompson 2V ,
which we denote by Γ, on C×C where C = {0, 1}N is the Cantor set. Let S be the set of
all clopen sets in C × C. Let ⊥ be disjointness and ≤ be containment. For I ∈ S let ΓI
be the subgroup of elements which act trivially on (C ×C) \ I. It follows that whenever
I ≤ J then ΓI 6 ΓJ and, as the action is faithful, that whenever I⊥J , then ΓI and ΓJ
commute and have trivial intersection.

Take N = {[w] × C : w ∈ {0, 1}∗}, and observe that by (2) ΓI ∼= Γ for all
I ∈ N , so these groups are indeed finitely-generated and non-amenable. Proposition 3.2
of [14] shows that for ε = 1/4 the set B = {I × C : µ(I) < ε} is generating, where µ
is the uniform Bernoulli measure on C. Taking A = {[0] × C, [1] × C}, we have that
A ⊆ N is a finite orthogonal set, and B is weakly N -suborthogonal to A because for any
I × C ∈ B, ([0]× C) \ (I × C) is a positive measure clopen set, thus nonempty, thus for
some w ∈ {0, 1}∗ we have ([w]×C) ⊆ ([0]×C) with ([w]×C)⊥B, concluding the proof
of weak suborthogonality.

8.6. Right-angled Artin groups. Let G = (V,E) be a finite simple graph (undirected
edges and no loops). The right-angled Artin group (RAAG) defined by G is group
Γ[G] generated by the vertices V which satisfies that u, v ∈ V commute whenever {u, v} ∈
E.

Γ[G] = 〈V | [u, v] = 1 for {u, v} ∈ E〉.
RAAGs provide a formalism for mapping finite simple graphs into finitely generated

groups, and thus some properties of graphs can be translated into properties of the
groups they generate. A recent survey on RAAGs can be found in [19]. In what follows
we shall provide conditions on a graph which imply that their corresponding RAAG is
self-simulable.
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Let us fix some notation beforehand. Let G = (V,E) be a graph. We denote by G
the complement of G, that is, the graph with vertices V and where {u, v} is an edge of
G if and only if {u, v} is not an edge of G. We say that an edge {u, v} ∈ E is adjacent
to a node w if either {u,w} ∈ E or {v, w} ∈ E. Let us also denote, for A,B ⊆ V by
E(A,B) the set of edges {u, v} for which u ∈ A and v ∈ B.

Below, we make our statements in terms of the complement of a graph, as they are
easier to describe.

Corollary 8.13. Suppose G = (V,E) is a finite connected graph which has two edges
with the property that no v ∈ V is adjacent to both of them. Then Γ[G] is self-simulable.

Proof. We shall employ Lemma 8.9. Take S = P(V ) the set of subsets of vertices, let a⊥b
mean that E(a, b) = ∅ and interpret ≤ as inclusion. For a ⊆ V , let Γa be the subgroup
of Γ[G] generated by the vertices of a.

Notice that (Γa)a⊆V is compatible with (S,⊥,≤), as a⊥b means that [Γa,Γb] = 1
and that they have trivial intersection, and clearly a ≤ b implies that Γa 6 Γb.

Take as B the set of singleton subsets of V . Then B is generating by definition. Take
N = E and notice that they all give induced copies of the free group on two generators,
therefore they are finitely generated and non-amenable. Finally, by assumption there are
two edges e = {u1, u2} and e′ = {v1, v2} such that no node is adjacent to both e and e′.
Take A = {e, e′}. Notice that this assumption implies that A is orthogonal.

Finally, we just need to check that B is weakly N -suborthogonal to A. if b = {v} ∈
B, then there is e′′ ∈ {e, e′} which is not adjacent to v. Choosing c = a = e′′ gives that
b⊥c ≤ a. �

Example 8.14. Let G be a finite connected simple graph with diameter at least five. Then
by taking a shortest path of length 5 between two vertices, it follows that the extremal
edges satisfy the condition of Corollary 8.13. It follows that Γ[G] is self-simulable. #

Example 8.15. Let G be a cycle of length n ≥ 7. Then Γ[G] is self-simulable. Indeed, if
n ≥ 8 it follows that G satisfies the condition of Corollary 8.13. If n = 7, Let (S,⊥,≤)
and B be the set of singleton subsets of V = {1, . . . , 7} as in the proof of Corollary 8.13,
take N as the set of vertices which induce connected subgraphs with at least two nodes
(which are again, finitely generated and non-amenable), and pick A{{1, 2}, {4, 5, 6}}.
Again, it is clear that A is orthogonal.

Now let b ∈ B, if b = {3} pick c = {5, 6} and a = {4, 5, 6}. If b = {7} pick
c = {4, 5} and a = {4, 5, 6}. If b ⊆ {1, 2} pick a = c = {4, 5, 6} and finally, if b ⊆ {4, 5, 6}
pick a = c = {1, 2}. The result then follows from Lemma 8.9. #

9. Perspectives and questions

In this final section we present several topics which we either did not explore, or
were unable to answer in this study. We hope some of these questions might motivate
further studies about the class of self-simulable groups.
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9.1. Properties of the extension. Our main theorem provides a subshift of finite type
extension for any effectively closed action, but says very little about the properties of said
extension. More precisely, one might wonder what kind of Borel invariant probability
measures the extension can admit, or whether the extension can be made transitive or
minimal provided the effectively closed action is transitive or minimal.

Question 9.1. Let Γ be a self-simulable group, and suppose the effectively closed action
Γ y X is minimal (resp. transitive). Is there a Γ-subshift of finite type extension which
is minimal (resp. transitive)?

Question 9.2. Let Γ be a self-simulable group and Γ y X be an effectively closed action
which admits a Γ-invariant Borel probability measure ν. Is there a Γ-subshift of finite type
extension Z which admits a Γ-invariant Borel probability measure µ? Can we have that
Γ y (X, ν) is a measure-theoretic factor of Γ y (Z, µ) such that ν is the push-forward
of µ?

Regarding Question 9.1, a first step in a tentative adaptation of Theorem 1.2 would
be to produce a minimal analogue of the paradoxical subshift. This can at least be done
in the case when Γ = F2 (or more generally, any finitely generated free group on at least
two elements). Indeed, consider the alphabet A given by the four tiles shown below.

We can define a subshift of finite type M on F2 by imposing that along both
generators of F2 an arrowhead must be matched with an arrow tail. It is not hard to
produce a collection of paradoxical path covers from any configuration in M, and it can
be shown that the shift action on M is minimal. However, adapting the rest of the proof
seems hard. One important issue is that bi-infinite paths on any paradoxical subshift
are unavoidable (by compactness) and therefore there is no evident way to restrict the
contents of those paths in the computation layer. Furthermore, a second issue arises
from the fact that the return times to a cylinder on the minimal system F2 y X we
are simulating might coordinate with the return times of a pattern in F2 y M, thus
introducing patterns in the subshift of finite type cover of F2 y X which do not occur
with bounded gaps.

Concerning Question 9.2, our methods are far from providing a useful approach, due
to the fact that they strongly rely on constructions based on paradoxical decompositions,
which thus admit no invariant measures.

9.2. The class of self-simulable groups. The rest of our questions are about the class
of self-simulable groups. We are still quite far from having an idea of how to algebraically
characterize this class of groups.

The first candidate for a self-simulable group, which was studied by the first two
named authors in collaboration with N. Aubrun, were the surface groups, that is,
fundamental groups of closed orientable surfaces. A surface group is either virtually
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abelian or non-amenable, and all the non-amenable ones are commensurable. The non-
amenable ones are strongly related to tilings of the hyperbolic plane, and a restricted
variant of self-simulation has been proved in this setting [6]. The methods of the present
paper are completely different, and we are not aware of any method to apply them to
surface groups.

Question 9.3. Let Γ be the fundamental group of a closed orientable surface of genus at
least two. Is Γ self-simulable? More generally, is every one-ended word-hyperbolic group
self-simulable?

Another problem we tried to tackle and were unable to resolve is the following. By
Corollary 6.12, we have that if Γ and ∆ are finitely generated and recursively presented
groups, and Γ is self-simulable, then Γ × ∆ is self-simulable. We do not know whether
the following restricted version of the converse holds.

Question 9.4. Suppose Γ×∆ is self-simulable and ∆ is amenable, is Γ self-simulable?

In fact, we do not know the answer to Question 9.4 even in the case when ∆ = Z.
Another question is related to how much can Theorem 1.3 be extended. We know

that solely containing a self-simulable subgroup is not enough to be self-simulable (see
Example 6.1). However, our examples all rely on the few obstructions we constructed in
Section 3. Therefore we are unable to answer the following question.

Question 9.5. Let Γ be a one-ended group which contains a self-simulable group. Is Γ
self-simulable?

Most of the theorems we proved in Sections 6 and 7 used the hypothesis that Γ was
recursively presented. More importantly, the proof of quasi-isometric rigidity uses in a
fundamental way that the groups involved are finitely presented. We do not know if this
condition can be relaxed.

Question 9.6. Is the property of being self-simulable quasi-isometrically rigid for finitely
generated recursively presented groups?

We showed that GLn(Z) is self-simulable when n ≥ 5, and it is clearly not self-
simulable when n = 1 (because it is finite) or when n = 2 (because it is virtually Z2 ∗ Z3

and thus multi-ended).

Question 9.7. Are the groups GL3(Z) and GL4(Z) self-simulable?

Similar questions can be posed for Aut(Fn) and Out(Fn) for n ≤ 4 and Bn for
n ≤ 6. In the same spirit, we also wonder what is exactly the class of RAAGs which is
self-simulable.

Question 9.8. For which finite simple graphs G = (V,E) is the right-angled Artin group
Γ[G] self-simulable?

We showed that Thompson’s V is self-simulable. In light of Corollary 8.5, the
following question is interesting.
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Question 9.9. Are Thompson’s F and T self-simulable?

Notice that if one is able to show that either F or T are not self-simulable, it would
imply that F is amenable.
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